Letter position coding in printed word perception: Effects of repeated and transposed letters
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We report four experiments investigating the effects of repeated and transposed letters in orthographic processing. Orthographically related primes were formed by removing one letter from the target word, by transposing two adjacent letters, or by replacing two adjacent letters with different letters. Robust masked priming in a lexical decision task was found for primes formed by removing a single letter (e.g., mirce-MIRACLE), and this was not influenced by whether or not the prime contained a letter repetition (e.g., balace vs. balnce as a prime for BALANCE). Target words containing a repeated letter tended to be harder to respond to than words without a letter repetition, but the nonwords formed by removing a repeated letter (e.g., BALNCE) were no harder to reject than nonwords formed by removing a non-repeated letter (e.g., MIRCLE, BALACE). Significant transposition priming effects were found for 7-letter words (e.g., service-SERVICE), and these priming effects did not vary as a function of the position of the transposition (initial, final, or inner letter pair). Priming effects disappeared when primes were formed by replacing the two transposed letters with different letters (e.g., sedlice-SERVICE), and five-letter words only showed priming effects with inner letter transpositions (e.g.,
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We present a revised “open-bigram” scheme for letter position coding that accounts for these data.

If there is one aspect of sublexical processing in visual word recognition for which there exists a general consensus among researchers working on the topic, this must be the role of individual letters. It is generally assumed that the recognition of a printed word during reading is mediated by some minimal orthographic processing that involves the word’s component letters, at least in languages that use an alphabetic orthography. Although there is some evidence for the operation of more holistic information, such as word shape or contour (Perea & Rosa, 2002), this is generally considered as supplementary to letter-based orthographic processing. In the vast majority of accounts of visual word recognition, the individual letter is thought to be the unit that provides information input to more complex sublexical and lexical processes, such as phonological and morphological processing. More precisely, the input is generally thought to be an ordered set of letter identities, but exactly how the order information is computed is still not clearly understood.

The present study provides a modest contribution to this less-investigated component of orthographic processing. We first describe current theoretical positions concerning how letter position information is processed during printed word perception. Then we present some recent orthographic priming data that limit the number of viable possibilities. Then we discuss the case of repeated letters, which is the focus of Experiments 1 and 2. Following Experiment 2, we examine the case of letter transpositions, to be studied in the last two experiments.

LETTER POSITION CODING

Current theoretical approaches to coding the position of letters in a string of letters can be classified into three major kinds: slot-based coding, local context-sensitive coding, and spatial coding. Slot-based coding involves units that code letter identity and position together, such that a given letter is tagged to a specified location in the string. The different possible locations are the slots to which the different letters can be associated. For example, in the interactive activation model of McClelland and Rumelhart (1981), letter strings are processed in parallel by a set of length-dependent, position-specific letter detectors. This means, for example, that there is a processing unit for the letter T as the first letter of a 4-letter word, a different unit for T as the second letter of a 4-letter word, and a different unit for the letter T as the first letter of a 5-letter word. This is the most efficient means of coding letter position information, but efficiency is
bought at great cost: a large number \((n + n - 1 + n - 2 \ldots + 1)\) of duplications of the alphabet are necessary in order to code all positions in letter strings of up to length \(N\).

Relative-position coding can be introduced into slot-based coding schemes by adding anchor points. Letter position is then defined relative to the given anchor point(s). In recent modelling work extending the original interactive activation model (Coltheart, Curtis, Atkins, & Haller, 1993; Jacobs, Rey, Ziegler, & Grainger, 1998) two different relative-position coding schemes have been proposed that adopt one or more anchor points. Coltheart et al. adopted a left-to-right length-independent coding scheme. Letter position is coded relative to the beginning of the string such that the third letter in a 4-letter string is coded as being in the same position as the third letter of a 7-letter string (see also Coltheart, Rastle, Perry, Ziegler, & Langdon, 2001). Jacobs et al. (1998) used the beginning and end points of a letter string as two anchor points for relative-position coding. Thus the following string “BLACK” was coded as \(I = “B”; I + 1 = “L”; I + 2 = “F – 2 = “A”; F – 1 = “C”; F = “K”,\) where \(I\) stands for initial letter and \(F\) for final letter in the string. The major motivation for adopting either of these two coding schemes was to implement a single coding scheme and a single lexicon for words of varying length in an interactive activation model of visual word recognition.

In recent computational models of reading aloud, a more minimalist slot-based coding scheme has been used to deal with monosyllabic words (Harm & Seidenberg, 1999; Plaut, McClelland, Seidenberg, & Patterson, 1996). Three positions are defined relative to the orthographic onset, nucleus, and coda of the word, and letters are assigned to one of these three positions. Such schemes provide a quite accurate means of coding of letter position for word stimuli since there is hardly any ambiguity in the position of a given set of letters assigned to one of these positions (e.g., given T, S, and R assigned to the onset position, there is only one possible order of these letters as the onset of an English monosyllabic word: STR). However, this coding scheme begs the question as to why a normal reader of English does not misinterpret RTSING as STRING? Obviously the order of letters within each position slot needs to be represented. This is the case in the solution adopted by Zorzi, Houghton, and Butterworth (1998). In this scheme, letter position in monosyllabic words is coded relative to the orthographic onset and rime. The authors defined three onset positions (O1, O2, O3) and five rime positions (R1, R2, R3, R4, R5) in order to specify the order of letters within each segment. It should be noted that coding schemes such as these using sub-syllabic structure to code letter location, require a pre-classification of letters as consonants and vowels before position coding can begin.
Finally, the minimalist slot-based scheme (excluding a one-slot scheme which is tantamount to not coding for position at all) was proposed by Shillcock, Ellison, and Monaghan (2000) in their split-fovea model of visual word recognition. Letters are assigned to one of two possible positions: left and right of the point of eye fixation in the word. Letters falling to the left of fixation are sent to the right hemisphere and processed as an unordered set of letters in that position, while letters to the right of fixation are sent to the left hemisphere forming an unordered set of letters in that location. Shillcock et al. (2000) showed that 98.6% of all the words in the CELEX database were uniquely identified by the two sets of unordered letters generated by a central/centre-left split. However, for 4-letter words this figure dropped somewhat, with 4.7% of these words being ambiguous. Shillcock et al. solved this problem by specifying the identity of the first and last letter, thus assigning a special role to exterior letters in orthographic processing. Thus, in this particular version of the split-fovea model, letter identities are in fact assigned to one of four possible positions: first letter, last letter, inner letter left, inner letter right. However, more recent implemented versions of this model (e.g., Shillcock & Monaghan, 2001) have adopted a multiple slot-based coding scheme that provides information about the relative position of letters in the right and left visual hemifields. We will return to this model in the section on relative-position priming.

The inspiration for letter position coding schemes that use local-context comes from the work of Wickelgren (1969) who introduced the concept of a “wickelphone” as a means for encoding phoneme positions in speech. This scheme was adapted by Seidenberg and McClelland (1989) in the form of “wickelgraphs” or letter triples. Thus the word BLACK is coded as an unordered set of letter triples: #BL, BLA, LAC, CK, CK# (where # represents a space). Wickelgraphs code local context in that only information about the relative position of adjacent letters is directly computed. In general, however, a given set of letter triples has only one possible ordering for a given language (e.g., the five wickelgraphs for the word BLACK cannot be re-arranged to form another English word). A more elaborate local-context scheme was proposed by Mozer (1987) in his BLIRNET model. Again, letter triples form the basis of local-context coding in this model, but the scheme is enhanced by the use of what we will refer to as “open-trigrams”. In Mozer’s model such open-trigrams could be formed by inserting a letter between the first and the second, or between the second and the third letter of each letter triple. So the word BLACK contains the letter triple BLA (and other letter triples as above) plus the open trigrams BL_A and B_LA associated with this triple. The underscore signifies that any letter can be inserted in this position. The idea of coding the relative position of non-adjacent letters has been used in two more
recent accounts of letter position coding (Grainger & van Heuven, 2003; Whitney, 2001). In the model of letter position coding proposed by Whitney (2001), we find a clear illustration of how open-bigrams can be used in orthographic processing. In Whitney’s (2001) example, the word CART is coded as the following set of bigrams: CA, CR, CT, AR, AT, RT. Thus bigrams are formed across adjacent and non-adjacent letters in the correct order, the basis of what we refer to as open-bigram coding. In Whitney’s model, the correct bigrams are activated on the basis of position information provided in a locational gradient at the level of letter representations. In this respect Whitney’s model can also be categorised as a spatial coding scheme using an activation gradient to derive letter positions.

The notion of spatial coding was developed by S. Grossberg (e.g., Grossberg, 1978), and forms the basis of two recent accounts of letter position coding: the SERIOL model (Whitney, 2001) and the SOLAR model (Davis, 1999). The relative position of spatially distributed items is coded in terms of their relative activation level. This is best achieved when the items in the list form a monotonically increasing or decreasing set of activation values, referred to as an activation gradient. For the purposes of letter position coding, the activation gradient must form a monotonically decreasing activation function across letter position with the highest value for initial letters and the lowest value for the final letter of the string. Whitney (2001) describes a method for translating acuity-dependent activations into the desired monotonically decreasing gradient. As mentioned above, the SERIOL model transforms relative activation at the letter level to activation of ordered bigram units (open-bigrams).

The starting point for processing in the SOLAR model (Davis, 1999) is a set of letter identities that provide serial, left-to-right input to the orthographic processing system, one letter at a time. Since there is only one node for each letter in the letter identification system, letter repetitions cannot be represented at this level. The SOLAR model handles letter repetitions via a latch-field that mediates between letter input and nodes in the orthographic processing module. The latch-field controls the timing of information transfer from the sequential letter input to the spatial orthographic code. Each letter node is connected to four latch-nodes that represent the maximum number of repetitions of a letter in an English word. In this way different nodes handle repeated letters giving them practically the same status as non-repeated letters. Thus, the word BANANA would be represented in the orthographic processing layer as the nodes B1, A1, N1, A2, N2, and A3, with monotonically decreasing activation levels across these six nodes. Activity in these orthographic input nodes is then fed onto a layer representing sequences
(lists) of letters, that may correspond to whole-words, or to frequently occurring parts of words such as affixes and bound stems.

**RELATIVE-POSITION PRIMING**

The vast majority of the above-mentioned coding schemes fail to account for a now well-established result obtained with the masked priming paradigm. Using a four-field variant of this technique with briefly presented primes and targets, Humphreys, Evett, and Quinlan (1990) investigated orthographic priming by varying the number of letters shared by prime and target and the relative position of letters in primes and targets. We will follow the notation of Humphreys et al. in describing different types of orthographic prime. When no specific example is given, a prime condition is described using the numbered letters of the target (e.g., 12345 for a 5-letter target) to indicate which of the target letters appeared in the prime and in which location they appeared. Letters that are present in the prime stimulus but are not present in the target are indicated by the letter “d” (for different). So the prime 1d3d5 indicates that primes shared the first, third, and fifth letters with targets and had two unrelated letters placed in the second and fourth positions.

One key result reported by Humphreys et al. (1990) involves what they referred to as relative-position priming. In this situation, primes and targets differ in length so that absolute position information changes, while the relative order of letters in primes and targets is maintained. Using the above-mentioned notation for describing orthographic primes, for a 5-letter target (12345), a 5-letter prime stimulus such as 12d45 contains letters that have the same absolute position in prime and target, while a 4-letter prime such as 1245 contains letters that preserve their relative order in prime and target but not their precise length-dependent position. Humphreys et al. (1990, Experiment 4) found significant priming for primes sharing four out of five of the target’s letters in the same relative position (1245) compared with both a cross-position condition (1425) and an outer-letter only condition (1dd5).

More evidence for effects of relative-position priming was provided by Peressotti and Grainger (1999). With 6-letter target words, relative-position primes (1346) produced significant priming compared with unrelated primes (dddd). Inserting filler letters or characters (e.g., 1d34d6, 1-34-6) to provide absolute position information never led to significantly larger priming effects in this study. Violating the relative position of letters across prime and target (e.g., 1436, 6341) cancelled priming effects relative to all different letter primes (dddd). These relative-position priming effects have found further support in some unpublished work from our laboratory (Granier & Grainger, 2004). Using 7-letter
French words, significant priming relative to an all-different letter prime condition was obtained for primes formed by the first, last, and three central letters (13457), but no priming was obtained for primes where the order of the three central letters was reversed (15437), or where the first and last letter were transposed (73451). Using Italian 9-letter stimuli, Pesciarelli, Peressotti, and Grainger (2001) found significant priming for 5-letter primes sharing the first, last, and a combination of three inner letters of target words (e.g., 12349, 16789, 14569, 13579). Finally, Granier and Grainger (2003) compared effects for primes sharing initial letters with 7 and 9-letter targets (12345) compared with primes sharing final letters (34567, 56789). These conditions were found to generate about the same amount of priming, and stronger priming than a condition maintaining both of the target’s outer letters (13457, 14569). It should be noted that this result is particularly damaging for the version of the split-fovea model of letter position coding described in Shillcock et al. (2000), since for example, for a 9-letter word, a 14569 prime correctly assigns all letters to the left and right of a central fixation point, whereas 12345 and 56789 primes clearly do not. However, it remains to be seen whether later versions of this model can accommodate relative-position priming effects. Shillcock and Monaghan (2001) used a staggered presentation technique to simulate the variable viewing positions that are encountered during normal reading. The model is trained to “recognise” the same word at different viewing positions, and given the split-fovea architecture, the hidden units in the model will “learn” to represent the different letter clusters that are formed by a staggered presentation. The shift-invariant mapping that the model learns should allow it to capture priming effects obtained with consecutive letter primes (e.g., 56789), but might run into trouble with priming effects from non-adjacent letter combinations (e.g., 13579).

These relative-position priming effects probably provide the single most constraining set of data for any model of orthographic processing (another critical set of results concerns letter transposition effects, to be summarised in the introduction to Experiment 3). Practically all of the above letter position coding schemes fail to account for these effects. Here we will examine three models that can account for relative-position priming effects. These are Davis’ (1999) SOLAR model, Whitney’s (2001) SERIOL model, and the open-bigram scheme of Grainger and van Heuven (2003). The present study provides a further test of these specific coding schemes. One point on which these schemes differ, concerns the presence or absence of positional biases in orthographic priming. This is examined in the second part of the study where we focus on the role of transposed letters. The first part of the present study (Experiments 1 and 2) focuses on the role of repeated letters in orthographic processing.
Repeated letters are problematic for any relative position-coding scheme. As noted above, this led Davis (1999) to introduce a special means for dealing with repeated letters in his SOLAR model. An additional representational layer, called a latch-field, is introduced to record letter repetitions, such that on presentation of the word BANANA, only a single letter A exists at the item level, but the different occurrences of letter A (A1, A2, and A3), are represented in the latch-field. This means that repeated letters are handled just like unrepeated letters, and should not affect processing of a stimulus. In models using ‘open bigram’ coding schemes (Grainger & van Heuven, 2003; Whitney, 2001), letter repetition implies repetition at the bigram level. Thus words containing a repeated letter will activate fewer bigrams than words without a letter repetition. For example, the word BALANCE has 21 bigram units: BA, BL, BA, BN, BC, BE, AL, AA, AN, AC, AE, LA, LN, LC, LE, AN, AC, AE, NC, NE, CE. Four of these bigrams are presented twice (the repetitions are in italics), which means that there are only 17 unique bigram codes. Thus, for a fixed word length in letters (and fixed viewing conditions), words with a repeated letter should be harder to recognise than words with no repeated letters.

Most critical for the present study, the open-bigram scheme also predicts that creating a nonword prime for the target BALANCE by omitting the second occurrence of the repeated letter (e.g., balnce), would produce significantly more priming than a nonword prime such as balace, which is created by omitting a unique letter of the target word. According to the open-bigram coding scheme, the following bigrams would be generated for a prime like balnce: BA, BL, BN, BC, BE, AL, AN, AC, AE, LN, LC, LE, NC, NE, CE. Fifteen of the seventeen unique bigrams of BALANCE are present. On the other hand, in a prime like balace there are three repeated bigrams, so in comparison with the prime balance, it has three unique bigrams less, and hence should produce less priming. Given our prior work on orthographic priming, both of these conditions are expected to produce significant priming effects relative to an unrelated condition, where no letters are shared between prime and target (Granier & Grainger, 2004).

1 In this example, removing a vowel or a consonant affects the pronounceability of the resulting nonword prime. The possible consequences of this were examined in post-hoc analyses to be discussed following Experiment 1.
EXPERIMENT 1

Experiment 1 presents a relative-position priming manipulation (primes are formed by removing one of the target’s letters) that examines the role of repeated letters in orthographic processing. Summarising the predictions for Experiment 1, the open-bigram scheme (Grainger & van Heuven, 2003; Whitney, 2001) predicts that primes formed by removing one of the repeated letters of a target word should be more effective than primes formed by removing a non-repeated letter. Furthermore, targets containing a repeated letter should be harder to identify than words without any repeated letters. On the other hand, the special scheme implemented in the SOLAR model in order to handle repeated letters (Davis, 1999) leads the model to predict that stimuli with repeated letters will be processed with approximately the same ease as stimuli with non-repeated letters. Experiment 1 puts these two alternatives to the test.

Method

Participants. Forty-four psychology students at the University of Provence participated in the experiment and received course credit in exchange. In this and the following experiments, all of the participants were native speakers of French who reported having normal or corrected-to-normal vision. All participants took part in one experiment only.

Stimuli and design. Forty-five French 7-letter words were selected as critical targets in a masked priming lexical decision experiment (Appendix 1). Their mean printed frequency was 41 per million, and ranged from 10 to 290 (New, Pallier, Ferrand, & Matos, 2001). All of these critical target words contained one letter that was repeated just once (e.g., BALANCE but not CASCADE, nor INITIAL). Care was taken so that the repeated letter did not appear on the first, nor the last position of the word (e.g., BALANCE but not AISANCE, or SILENCE, or ENFANCE). Furthermore, there was at least one intervening letter between the first and the second appearance of the repeated letter (e.g., BALANCE but not COLLINE). These constraints were used because outer letters and adjacent repeated letters (i.e., geminates) could possibly act as special cases. Plurals, feminine forms, and conjugated verbs were excluded. For all of these targets, three different types of 6-letter nonword primes were constructed (see Table 1, for an overview): (1) a related prime which was formed by omitting the second appearance of the repeated letter (omitted repeat condition, e.g., balnce as a prime for BALANCE), (2) a related prime in which the letter before or after the repeated letter was omitted (omitted unique condition, e.g., balace-BALANCE), and (3) an unrelated prime which had no letters in common with the target and had the same
CV-structure as one of the two related primes (unrelated condition, e.g., \textit{fodiru-BALANCE}). The three types of prime were all closely matched on number of orthographic neighbours. The measure used was Coltheart’s N, defined as the number of words differing by a single letter from the stimulus, preserving letter positions (e.g., worse, and house are both orthographic neighbours of horse; Coltheart, Davelaar, Jonasson, & Besner, 1977). Additionally, 45 control target words (also French 7-letter words with a mean printed frequency of 36 per million; range: 10–127) were selected. These control words did not contain a repeated letter, had

\begin{table}
\centering
\begin{tabular}{llllll}
\hline
\textit{Target type} & \textit{Freq} & \textit{N (target)} & \textit{Prime type} & \textit{N (prime)} \\
\hline
Experiment 1 & & & & \\
Repeat (BALANCE) & 40.6 & 1.1 & Omitted repeat (balance) & .33 \\
& & & Omitted unique (balace) & .40 \\
& & & Unrelated (fodiru) & .36 \\
Control (MIRACLE) & 36.0 & 1.2 & Omitted repeat* (miracle) & .42 \\
& & & Omitted unique (mirale) & .40 \\
& & & Unrelated (bentho) & .36 \\
Experiment 3 & & & & \\
5 letters (DROIT) & 84.5 & 3.34 & TL-initial (rdoit) & .03 \\
& & & TL-inner (dorit) & .03 \\
& & & TL-final (droti) & .03 \\
& & & Unrelated (cegnu) & .05 \\
7 letters (SERVICE) & 79.5 & 1.2 & TL-initial (service) & .03 \\
& & & TL-inner (sevrice) & .02 \\
& & & TL-final (serviec) & .05 \\
& & & Unrelated (notould) & .07 \\
Experiment 4 & & & & \\
5 letters (DROIT) & 84.5 & 3.34 & OC-initial (sfoit) & .05 \\
& & & OC-inner (dafit) & .05 \\
& & & OC-final (dronu) & .03 \\
& & & Unrelated (cegnu) & .05 \\
7 letters (SERVICE) & 79.5 & 1.2 & OC-initial (atrvice) & .03 \\
& & & OC-inner (sedlice) & .02 \\
& & & OC-final (serviom) & .03 \\
& & & Unrelated (notould) & .07 \\
\hline
\end{tabular}
\caption{Matched variables and examples of stimuli (in parentheses) for the different conditions tested in Experiments 1, 3, and 4}
\end{table}

* Labelled as “Omitted repeat” to match the corresponding experimental condition.
Freq: Mean printed frequency per million.

CV-structure as one of the two related primes (unrelated condition, e.g., \textit{fodiru-BALANCE}). The three types of prime were all closely matched on number of orthographic neighbours. The measure used was Coltheart’s N, defined as the number of words differing by a single letter from the stimulus, preserving letter positions (e.g., worse, and house are both orthographic neighbours of horse; Coltheart, Davelaar, Jonasson, & Besner, 1977). Additionally, 45 control target words (also French 7-letter words with a mean printed frequency of 36 per million; range: 10–127) were selected. These control words did not contain a repeated letter, had

\footnote{As indicated in Appendix 1, by error two unrelated primes did not have the same CV-structure as one of the corresponding related primes. Excluding these two items did not affect any of the results to be presented here.}
the same CV-structure as their corresponding critical target and were also matched overall on frequency and number of orthographic neighbours with the critical words. Three different prime types were constructed in the same way as for the critical target words. However, because there was no repeated letter in these control words, we omitted the letter in the same position as the omitted letter in the corresponding critical target, for all prime types respectively. This allowed us to control for any possible effect of the position of the letter that was removed to form the prime stimulus. Thus the experiment involved a $2 \times 3$ design for the participants analyses. All of these were within-participant factors. Prime-target pairing was counterbalanced using a Latin-square design. Each participant saw all targets once only in one of the three prime conditions for the two types of target, and target words were tested in all prime conditions across different participants. In the item analyses Type of target was treated as a between-items factor and Prime type was a within-items factor. In addition to the selection of ninety target words, ninety 7-letter nonwords were constructed as filler items (since the task was lexical decision). Half of these nonwords had a repeated letter, whereas the other half did not (Appendix 2). These two subgroups were matched on number of orthographic neighbours and CV-structure. Primes were constructed for the nonword targets following the same procedure as for the words. In fact, the design for nonword targets mirrored that of the words.

Procedure. Each trial consisted of a sequence of four visual events. The first was a row of nine hash marks (##########), which served as a forward mask, and was presented for 500 ms together with two vertical lines positioned above and below the centre of the mask and serving as a fixation mark. Second, the prime was displayed on the screen for 53 ms and was followed immediately by a backward mask for 13 ms. Finally, the target was presented for a maximum duration of 4000 ms, or until participant’s response. Each stimulus appeared in the centre of the screen. The intertrial interval was 523 ms. Stimulus presentation and response collection were controlled by DMDX and TimeDX software Version 3.02 (Forster & Forster, 2003). All stimuli were presented on a standard 15” VGA colour monitor (with a 13.32 ms refresh rate) in fixed-width ‘Courier New’ font, as white characters on a black background. Primes appeared in lower case (font size 12), whereas targets were presented in upper case (font size 16). For the masks, the same font size as for the primes was used. The presentation of all trials was randomised with a different order for each participant. Participants were asked to focus on the centre of the row of hash marks (indicated by the two vertical lines) and to decide as quickly and accurately as possible if the stimulus in upper case was a French word.
or not. The two possible response buttons were the right control key (for a ‘Yes’ response) and the left control key (for a ‘No’ response) of a standard PC keyboard. The assignment of responses was reversed for left-handed participants. None of the participants was informed about the presence of a prime.

Results

Mean response times and percentage error are presented in Table 2. Only correct responses were analysed after removing outliers (RTs greater than 250 ms or less than 1500 ms). This procedure affected less than 1% of all data for correct responses. ANOVAs were carried out with participants \( (F_1) \) and items \( (F_2) \) as random variables. In the participants analyses List was included as a between-participants factor, and figured as a between-item factor in the item analyses. For all experiments reported in the present study, this same procedure of analysis was used.

<table>
<thead>
<tr>
<th>Type of target</th>
<th>Type of prime</th>
<th>Mean RT (ms)</th>
<th>Errors</th>
<th>Mean RT (ms)</th>
<th>Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Words</td>
<td>Omitted repeat</td>
<td>565***</td>
<td>3%</td>
<td>560***</td>
<td>2%</td>
</tr>
<tr>
<td></td>
<td>Omitted unique</td>
<td>572***</td>
<td>3%</td>
<td>561***</td>
<td>2%</td>
</tr>
<tr>
<td></td>
<td>Unrelated</td>
<td>607</td>
<td>6%</td>
<td>597</td>
<td>3%</td>
</tr>
<tr>
<td>Nonwords</td>
<td>Omitted repeat</td>
<td>695</td>
<td>5%</td>
<td>677***</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>Omitted unique</td>
<td>686</td>
<td>6%</td>
<td>670</td>
<td>4%</td>
</tr>
<tr>
<td></td>
<td>Unrelated</td>
<td>691</td>
<td>6%</td>
<td>672</td>
<td>4%</td>
</tr>
</tbody>
</table>

** *** \( p < .001 \): significant differences relative to the unrelated condition.

Further item analyses were performed including log word frequency as a covariate. This did not change the significance level of any of the results reported here.

### Word analyses

An ANOVA on mean RTs showed that targets containing a repeated letter took longer to respond to than targets without a repeated letter, \( F_1(1, 41) = 7.38, p < .05 \), although this effect was not significant in the items analysis, \( F_2(1, 84) = 0.97 \). There was a main effect of Prime type, \( F_1(1, 82) = 46.29, p < .001 \), \( F_2(2, 168) = 49.74, p < .001 \). The interaction between Target type and Prime type was not significant. Planned comparisons between the different prime conditions indicated that the related prime condition produced significantly faster RTs than the
unrelated prime condition: $F_1(1, 41) = 59.64, p < .001, F_2(1, 84) = 67.32, p < .001$, for the omitted repeat condition, and $F_1(1, 41) = 60.47, p < .001, F_2(1, 84) = 31.94, p < .001$, for the omitted unique condition. A planned comparison for the repeat targets only, showed that the difference between the two related prime conditions (i.e., omitted repeat vs. omitted unique) was not significant. An ANOVA conducted on error percentages to word targets yielded a significant main effect of Target type, $F_1(1, 41) = 10.16, p < .01, F_2(1, 84) = 4.79, p < .05$. Accuracy was lower for words containing a repeated letter.

Nonword analyses. An ANOVA conducted with RT as dependent variable, revealed a main effect of Target type, $F_1(1, 41) = 18.45, p < .01$, that was not significant in the item analysis, $F_2(1, 84) = 2.07$. In the accuracy analysis, the main effect of Target type was also significant in the participants analysis, $F_1(1, 41) = 6.62, p < .05$, but not in the item analysis, $F_2(1, 84) = 1.44$. Nonword targets without a repeated letter tended to generate faster RTs and less errors than nonword targets containing a repeated letter.

Discussion

The results of Experiment 1 provide mixed support for both the SOLAR model (Davis, 1999) and open-bigram accounts of letter position coding (Grainger & van Heuven, 2003; Whitney, 2001). The fact that primes formed by removing a repeated letter in the target word were not more effective than other orthographically related primes contradicts the predictions of the open-bigram scheme. This absence of an influence of letter repetition on orthographic priming was further explored with post-hoc analyses examining whether the CV-status of the removed letter affected priming. Priming effects were compared for primes formed by removing a consonant vs. primes formed by removing a vowel. Separate analyses were performed for the omitted repeat and omitted unique priming conditions. These analyses showed significant priming effects for omitted repeat, $F(1, 82) = 17.01, p < .01$, and omitted unique primes, $F(1, 82) = 47.25, p < .001$, that did not interact with the CV-status of the letter that was removed to form the related prime, $F(1, 82) = 1.22$ and $F < 1$ respectively. There was a 32 ms priming effect for primes formed by removing a consonant and a 42 ms effect for primes formed by removing a vowel. Furthermore, a direct comparison of the two types of prime revealed no significant difference. The CV-status of the letter that was removed to form a related prime in Experiment 1, did not affect the amount of priming that was obtained.

The open-bigram model correctly predicted the main effect of target type observed in Experiment 1: targets containing a repeated letter were
harder to respond to (more errors and slower RTs) than targets without a repeated letter. This repeated-letter effect was observed for both word and nonword stimuli. This is, to our knowledge, the first report of an influence of repeated letters on printed word perception. Nevertheless, the fact that the effect in RTs to word targets failed to reach significance in the item analyses suggests that further research is necessary to consolidate this potentially critical finding.

The priming effects observed in Experiment 1, or rather the lack of an influence of the repeated-letter manipulation in prime stimuli, contradicts the open-bigram model. According to this model, primes generated by removing one of a repeated letter pair in a target word share more bigrams with the target word than primes generated by removing a non-repeated letter. This priming condition should therefore have generated stronger priming effects. The fact that this did not occur is more in line with the predictions of the SOLAR model (Davis, 1999). However, one means of saving the open-bigram model would be to argue that the masked priming paradigm is not sensitive enough to detect the rather subtle manipulation of prime type in Experiment 1. If nonword primes formed by removing a repeated letter from a given word provide more activation input to their corresponding base-word than nonwords formed by removing a non-repeated letter, then these nonwords should be harder to reject as targets in an unprimed lexical decision task. This was tested in Experiment 2.

**EXPERIMENT 2**

Experiment 2 is an unprimed lexical decision experiment where the critical targets are the nonword primes from Experiment 1.

**Method**

*Participants.* Forty psychology students at the University of Provence participated in this experiment for course credit.

*Stimuli and design.* Stimuli were the 270 six-letter nonwords that had served as primes for word targets in Experiment 1, and 90 six-letter word targets. The latter were used as filler items for the lexical decision task (here the focus was on performance to nonword targets), and had a mean printed frequency of 26 per million (New et al., 2001). There was no experimental manipulation of the word stimuli. Critical targets were therefore 135 nonword targets derived from words with repeated letters (45 repeat word targets from Experiment 1 × 3 prime types) and 135 control nonword targets, based on words without a repeated letter. Following the counterbalancing of Experiment 1, three lists were generated, each containing 90 critical nonword targets and 90 word
targets. This gave a 2 (Type of base-word: Repeated letter vs. Control) × 3 (Target type: Omitted repeat vs. Omitted unique vs. Unrelated) design for the participants analyses. Both of these factors were manipulated within-participants. The same design was used in the item analyses, where both factors were between-items factors.

Procedure. Each trial consisted of a simple sequence of two events, as used in standard lexical decision. A fixation point (*) appeared initially in the centre of the screen, and was replaced by the target after 500 ms. The target itself was presented for a maximum duration of 4000 ms, or until participant’s response. Targets appeared in lower case, fixed-width ‘Courier New’ font (font size 12). In general, the same procedure as in Experiment 1 was used for stimulus presentation and data collection (except for the differences mentioned above).

Results

Mean response times and percentage of errors are presented in Table 3. Outliers were removed as in Experiment 1. An ANOVA conducted on responses to nonword targets with RT as dependent variable, revealed no main effect of Type of base-word, but a significant main effect of Target type, $F_1(2, 74) = 74.48, p < .001, F_2(2, 252) = 39.10, p < .001$. The interaction was not significant. Planned comparisons between the different target conditions showed that the main effect of Target type was due to significantly slower RTs for the two categories of nonwords generated by removing a letter from a real word (omitted repeat and omitted unique) as opposed to the unrelated condition, respectively $F_1(1, 37) = 51.47, p < .001, F_2(1, 252) = 30.80, p < .001$, and $F_1(1, 37) = 130.71, p < .001, F_2(1, 252) = 76.34, p < .001$. An ANOVA on percentages of error also revealed a significant main effect of Target type, $F_1(2, 74) = 39.16, p < .001, F_2(2, 252) = 17.30, p < .001$, no effect of Type of base-word, and no interaction.

<table>
<thead>
<tr>
<th>Type of target</th>
<th>Repeat Mean RT</th>
<th>Repeat Errors</th>
<th>Control Mean RT</th>
<th>Control Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Omitted repeat</td>
<td>714***</td>
<td>11%***</td>
<td>694***</td>
<td>10%***</td>
</tr>
<tr>
<td>Omitted unique</td>
<td>736***</td>
<td>9%***</td>
<td>736***</td>
<td>11%***</td>
</tr>
<tr>
<td>Unrelated</td>
<td>659</td>
<td>2%</td>
<td>646</td>
<td>1%</td>
</tr>
</tbody>
</table>

*** $p < .001$: significant differences relative to the unrelated condition.
Planned comparisons between the different target conditions indicated that the error percentages were significantly higher for the two categories of nonwords derived by removing a letter from a real word as opposed to unrelated nonwords, respectively $F_1(1, 37) = 57.34, p < .001$, $F_2(1, 252) = 27.83, p < .001$ for the omitted repeat nonwords, and $F_1(1, 37) = 68.88, p < .001$, $F_2(1, 252) = 23.91, p < .001$, for the omitted unique nonwords. No other significant differences were found.

**Discussion**

The results of Experiment 2 provide a further demonstration of how similarity with a real word can influence responses to nonword targets in the lexical decision task. Nonwords formed by removing a letter from a real word were harder to reject (more errors and slower RTs) than nonwords that were matched in terms of number of orthographic neighbours (Coltheart et al., 1977). However, contrary to the predictions of the open-bigram model, nonwords formed by removing a repeated letter (e.g., BALNCE from BALANCE) were not harder to respond to than nonwords formed by removing a non-repeated letter (e.g., BALACE from BALANCE, or MIRCLE from MIRACLE). This result is in line with models of orthographic processing that have a specific mechanism for dealing with letter repetitions, such as the SOLAR model (Davis, 1999).

However, there is one very simple, and theoretically justified modification of the open-bigram model that allows it to capture the general pattern of results obtained in Experiments 1 and 2. This involves imposing a limit on the number of letters that can be inserted in between the two letters that form the open-bigram. This amounts to imposing a limit on the degree of “coarseness” of the coding scheme. We are not the first to suggest such a constraint on open-bigram coding. Humphreys et al. (1990), when discussing Mozer’s BLIRNET model in the light of their own data, suggested that the model could be refined such that “... the degree to which input activates cluster units decreases as the distance between letters increases (p. 550).” And Whitney (2001) states that “The activation of a bigram node depends on the activation of the letter nodes representing its constituent letters (increasing activation with increasing input levels) and the time separation between the firing of those letter nodes (decreasing activation with increasing separation) (p. 227).”

Although we completely adhere to a graded activation approach as suggested by Humphreys et al. (1990) and Whitney (2001), for simplicity we will assume an arbitrary limit of two intervening letters beyond which no bigrams are formed. This allows us to generate albeit approximate predictions from the revised model, without having to implement graded activation input from peripheral letter representations. Thus the open-
bigrams for the word BALANCE are now limited to: BA, BL, (BA), AL, AA, AN, LA, LN, LC, AN, AC, AE, NC, NE, CE. This scheme still predicts that words with repeated letters should be handicapped relative to words without repeated letters. More important, it now accounts for the lack of an effect of the nonword manipulation in Experiment 1 (as primes) and Experiment 2 (as targets). Both types of prime now generate an equivalent number of overlapping bigrams with the target (10 bigrams for the nonword BALNCE: BA, BL, (BN), AL, AN, AC, LN, LC, (LE), NC, NE, CE. Ten bigrams for the nonword BALACE: BA, BL, AL, AA, AC, LA, LC, (LE), AC, AE, CE).

This constrained version of the open-bigram model was directly motivated by the results of Experiments 1 and 2 of the present study. However, it is important to note that this critical modification of the open-bigram model has since been successfully applied to a large set of relative-position priming results described in Grainger and van Heuven (2003) and Granier and Grainger (2004). The new version of the model provides a complete account of these data, that the old version could only partly account for (we will return to this point in the general discussion). One interesting consequence of the new coding scheme is that stimulus length now influences the extent to which open-bigrams cover all possible ordered letter combinations that can be generated by a given stimulus. As stimulus length increases, the proportion of bigrams that are computed in the new scheme will diminish relative to the complete set of unconstrained bigrams. This leads to length-dependent predictions concerning effects of transposed letters, to be examined in Experiment 3.

EXPERIMENT 3

Experiment 3 examines the influence of transposed letters in the masked priming paradigm. This has been the subject of a recent study published by Perea and Lupker (2003), who provide an excellent summary of research on this topic. Here we first summarise results obtained using the masked priming paradigm, before presenting the predictions of the models that are to be put to test.

Letter transposition priming

In standard masked priming with the lexical decision task and relatively long target words, Forster, Davis, Schoknecht, and Carter (1987) found that effects of transposed letter primes (e.g., salior-SAILOR) were practically the same as identity primes (e.g., sailor-SAILOR). With shorter words (Humphreys et al., 1990), or when primes do not contain all of the target’s letters (Peressotti & Grainger, 1999), then transposition priming is greatly diminished. Using their 4-field masking procedure and
perceptual identification responses to targets, Humphreys et al. (1990) found only a non-significant 3.1% increase in response accuracy for transposed letter primes (e.g., snad-SAND) compared with primes sharing two out of four letters with targets (e.g., smed-SAND). Similarly, Peressotti and Grainger (1999, Experiment 3a) observed a non-significant 5 ms advantage relative to all different primes when the inner letters were transposed in primes sharing four out of six letters with targets (e.g., bcln-BALCON).

More recent work on transposed letter priming by Perea and Lupker (2003) has provided support to the initial observation of Forster et al. (1987), and helped clarify the precise conditions in which these effects are obtained. In Perea and Lupker’s study, transposed letter primes were formed by exchanging two of the target’s inner letters (inner transposition; e.g., uhser-USHER) or by exchanging the last two letters of the target (final transposition; e.g., ushre-USHER). Effects of transposition primes were evaluated against an all-different letter prime or an orthographic control prime where the two transposed letters were replaced by letters not in the target (e.g., ufner, ushno). In 5- and 6-letter words, priming effects relative to the unrelated condition did not vary as a function of position of the transposition. However, when measured relative to orthographic control primes, Perea and Lupker (2003) report a significant effect for inner transposition primes that greatly diminishes for the final transposition condition.

Predictions for Experiment 3

Here we will briefly summarise the predictions of three models of letter position coding that provide the focus of the present study. The SOLAR model (Davis, 1999), the SERIOL model (Whitney, 2001), and the new version of the open-bigram scheme presented above, all predict effects of transposed letter primes in the masked priming paradigm. One potential difference between activation gradient accounts of letter position coding (Davis, 1999; Whitney, 2001) and parallel activation accounts (Grainger & van Heuven, 2003; Mozer, 1987) are their predictions concerning effects of positional bias in transposition priming. However, the activation gradient used to generate a spatial orthographic code does not necessarily translate into a straightforward beginning-to-end positional bias at higher-level representations. The equations used in the SOLAR model (Davis, 1999) actually lead it to predict no positional biases in transposition priming. In the SERIOL model (Whitney, 2001), the activation profile of bigram units does not decrease monotonically from beginning to end. This model does
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4 We thank Colin Davis for having pointed this out.
nevertheless predict that least priming should be obtained when an initial bigram is modified in the prime. This is because the initial bigram carries the most activation in the SERIOL model, as can be seen in the equations and the examples provided in Whitney and Berndt (1999).

The new version of the parallel open-bigram scheme makes an interesting prediction concerning variations in positional bias as a function of word length. The predictions of the new open-bigram scheme (with maximum two intervening letters) for the three types of related prime and the two word lengths tested in Experiment 3 are as follows. For 5-letter words, initial and final transposition primes share 7 out of 9 bigrams with targets, while inner transposition primes share 8 bigrams with targets. For 7-letter words, all three types of prime share 13 out of 15 bigrams with targets. Thus, the model predicts an inner letter transposition advantage (relative to initial and final transpositions) for 5-letter words, and equivalent priming effects for all three types of prime with 7-letter words. Experiment 3 tests for such positional biases by using primes formed by transposing two adjacent letters at the beginning, in the middle, or at the end of a given target word.

Method

Participants. Thirty-seven psychology students at the University of Provence participated in the experiment for course credit.

Stimuli and Design. A set of 120 items were selected to be used as word targets (Appendix 3). Sixty words of 5-letters (mean printed frequency 85 per million; range 10–452, New et al., 2001) and sixty words of 7-letters (mean printed frequency 80 per million; range 10–353) were included. Four types of prime were created for all targets (see Table 1). These primes were formed by (1) transposing the first two letters of targets (TL-initial, e.g., rdoit as prime for DROIT); (2) transposing the two middle letters of targets, i.e., the second and third position or third and fourth position for 5-letter words, and the third and fourth, or fourth and fifth position for 7-letter words (TL-inner, e.g., dorit-DROIT); (3) transposing the two final letters of targets (TL-final, e.g., droti-DROIT); or were (4) unrelated to targets (e.g., cegnu-DROIT). All these prime types were closely matched on number of orthographic neighbours (Coltheart et al., 1977), and all were nonwords. Thus a 2 (Stimulus length: 5 letters vs. 7 letters) × 4 (Prime type: TL-begin vs. TL-inner vs. TL-final vs. unrelated) repeated measures design was used in the participants analyses. For the item analyses, the same design was used but Stimulus length was treated as a between-items factor. Additionally, 120 nonwords (sixty 5-letter and sixty 7-letter nonwords) were created as filler items for the lexical decision
task. The manipulation of the nonword targets was the same as for the word targets. A Latin-square was used to create four completely counterbalanced presentation lists, with each list containing all 240 targets. The primes in the four lists were again matched on number of orthographic neighbours. All participants were exposed to only one presentation list, and given the counterbalancing, each participant was tested in all experimental conditions with a given target presented only once.

Procedure. The same masked priming procedure as Experiment 1 was used here, except that different font sizes were used. Primes were presented in lowercase (font size 16), and targets in uppercase (font size 12). The forward mask had the same font size as the primes. The different size and case used for prime and target stimuli minimizes visual overlap in the related prime condition when primes and targets have the same length in letters.

Results

Mean response times and percentage error are presented in Table 4. Outliers were removed as in the previous analyses. However, a preliminary analysis showed mean error rates higher than 40% on two 5-letter words, two 7-letter words, and one seven-letter nonword. These items were excluded from further analysis.

Word analyses. An ANOVA on mean RTs revealed significant main effects of Stimulus length and Prime type, respectively $F(1, 33) = 679.42, p < .001$, $F(2, 109) = 3.76, p < .06$, and $F(1, 99) = 9.78, p < .001$, $F(3, 327) = 6.92, p < .001$. Their interaction was marginally significant in the participants analysis, $F(1, 99) = 2.61, p < .06$, and significant in the item analysis $F(3, 327) = 2.97, p < .05$. This trend to an interaction reflects the greater magnitude of priming effects with 7-letter words compared with 5-letter words. Planned comparisons for the 5-letter words indicated that TL-inner primes produced significantly shorter RTs compared with the unrelated prime condition, $F(1, 33) = 8.90, p < .01$, $F(2, 109) = 4.36, p < .05$. The TL-initial and TL-final prime conditions did not differ significantly from the unrelated prime condition with 5-letter words. For 7-letter words, planned comparisons showed that all related (TL) prime conditions were faster than the unrelated condition: TL-initial

---

5 The reason for this change is that in pilot experimentation with transposed-letter primes we had found stronger priming effects with this particular combination of prime and target sizes.
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primes, $F_1(1, 33) = 10.75, p < .01, F_2(1, 109) = 20.40, p < .001$, TL-inner primes, $F_1(1, 33) = 14.92, p < .001, F_2(1, 109) = 15.13, p < .001$, and TL-final primes, $F_1(1, 33) = 21.83, p < .001, F_2(1, 109) = 14.86, p < .001$.

An ANOVA with percentage of error as dependent variable revealed a significant main effect of Stimulus length $F_1(1, 33) = 47.50, p < .001, F_2(1, 109) = 15.52, p < .001$. Five-letters words produced more errors than seven-letter words. The main effect of Prime type was not significant. The interaction between Stimulus length and Prime type was significant in the participant analysis, $F_1(3, 99) = 2.98, p < .05$, but failed to reach significance in the item analysis, $F_2(3, 327) = 1.85, p < .07$.

**Nonword analyses.** An ANOVA on mean RTs revealed a significant interaction between Stimulus length and Prime type, $F_1(3, 99) = 3.63, p < .05, F_2(3, 333) = 2.83, p < .05$. No main effects were significant. Planned comparisons for the 5-letter nonwords showed that TL-inner primes produced significantly shorter RTs compared to the unrelated prime condition, $F_1(1, 33) = 8.90, p < .01, F_2(1, 111) = 9.86, p < .01$. None of the other prime conditions differed significantly from the unrelated condition in either 5-letter or 7-letter nonwords. An ANOVA conducted on the mean percentage of errors revealed a main effect of Stimulus length, $F_1(1, 33) = 29.30, p < .001, F_2(1, 111) = 13.44, p < .001$. Five-letter nonwords produced significantly more errors than 7-letter nonwords. There was no effect of Prime type, and no interaction.

<table>
<thead>
<tr>
<th>Prime type</th>
<th>5 Letters</th>
<th>7 Letters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean RT</td>
<td>Errors</td>
</tr>
<tr>
<td>Words</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Initial</td>
<td>616</td>
<td>6%</td>
</tr>
<tr>
<td>2. Inner</td>
<td>597**</td>
<td>8%</td>
</tr>
<tr>
<td>3. Final</td>
<td>613</td>
<td>9%</td>
</tr>
<tr>
<td>4. Unrelated</td>
<td>621</td>
<td>7%</td>
</tr>
<tr>
<td>Nonwords</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Initial</td>
<td>706</td>
<td>8%</td>
</tr>
<tr>
<td>2. Inner</td>
<td>693*</td>
<td>7%</td>
</tr>
<tr>
<td>3. Final</td>
<td>715</td>
<td>7%</td>
</tr>
<tr>
<td>4. Unrelated</td>
<td>721</td>
<td>7%</td>
</tr>
</tbody>
</table>

* $p < .05$; ** $p < .01$; *** $p < .001$; significant differences relative to the unrelated condition.
Discussion

Consistent with the predictions of the new open-bigram scheme for letter position coding, 7-letter words showed equivalent effects from primes generated by transposing the first two letters (TL-initial), the last two letters (TL-final), and an inner letter pair (TL-inner). Again consistent with the predictions of the new coding scheme, 5-letter words showed significant priming only from TL-inner primes. The fact that a positional bias was observed with 5-letter words is not consistent with the predictions of the SOLAR model (Davis, 1999). Furthermore, there was no evidence for reduced priming with initial letter transpositions compared with final letter transpositions, as predicted by the SERIOL model (Whitney, 2001).

The results for 5-letter words replicate and extend those reported in Perea and Lupker (2003). However, Perea and Lupker found a similar pattern of priming effects for 6-letter words, while our results for 7-letter words did not show the expected inner letter transposition advantage relative to TL-final primes (Perea & Lupker did not test for TL-initial primes). It is interesting to note that in Perea and Lupker’s study, TL-inner and TL-final primes generated very similar RTs (529 ms vs. 534 ms) which is perfectly consistent with the results of the 7-letter words in our Experiment 3. The difference in priming effects in their study only arose in a comparison with orthographic control primes. The orthographic control involved substituting the two critical letters of a given TL prime with two unrelated letters (e.g., TRANI (TL) and TRAPO (control) for the target TRAIN). In Perea and Lupker’s study, orthographic control primes involving a substitution of inner letters produced longer RTs than orthographic controls involving final letter substitution (hence the stronger priming effect for TL-inner primes). Experiment 4 examines priming effects for 2-letter substitution primes (following Perea & Lupker, 2003) matched to the TL primes tested in Experiment 3. The new open-bigram scheme predicts no effects of 2-letter substitution primes relative to unrelated primes, given the very low degree of overlap with targets (3 out of 9 bigrams for 5-letter words, and 9 out of 15 for 7-letter words).

EXPERIMENT 4

Method

Participants. Thirty-nine psychology students at the University of Provence participated in the experiment for course credits.

Stimuli and design. The target stimuli of Experiment 3 were used again. Three new prime types, which served as orthographic controls for the transposed letter primes of Experiment 3, were created for the purpose
of the present experiment (Appendix 3). The orthographic controls (OC) were identical to the TL primes except that the transposed letters were now replaced by two other letters. The three types were: (1) OC-initial, e.g., *sfoit* (instead of *rdoit*) as prime for DROIT; (2) OC-inner, e.g., *dafit-DROIT* (instead of *dorit-DROIT*); and (3) OC-final, e.g., *dronu-DROIT* (instead of *droti-DROIT*). The unrelated prime condition (e.g., cegnu-DROIT) was the same as for Experiment 3 (see Table 1, for an overview). All these prime types were closely matched on number of orthographic neighbours (Coltheart et al., 1977). The same procedure for construction of orthographic control primes was used for the nonword targets. The primes in the four lists were again matched on number of orthographic neighbours. The experiment involved a 2 (Stimulus length; 5 letters vs. 7 letters) × 4 (Prime type; OC-begin vs. OC-inner vs. OC-final vs. unrelated) repeated-measures design in the participants analyses, with counterbalanced lists as in Experiment 3.

**Procedure.** The procedure was the same as for Experiment 3.

**Results**

Mean response times and percentage errors are presented in Table 5. Outliers were removed as in the previous analyses. The same items that were removed from the analyses in Experiment 3, were once again the items that generated the highest error rates. They were excluded from further analysis.

<table>
<thead>
<tr>
<th>Prime type</th>
<th>5 Letters</th>
<th>7 Letters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean RT</td>
<td>Errors</td>
</tr>
<tr>
<td><strong>Words</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Initial</td>
<td>622</td>
<td>5%</td>
</tr>
<tr>
<td>2. Inner</td>
<td>626</td>
<td>5%</td>
</tr>
<tr>
<td>3. Final</td>
<td>620</td>
<td>5%</td>
</tr>
<tr>
<td>4. Unrelated</td>
<td>623</td>
<td>5%</td>
</tr>
<tr>
<td><strong>Nonwords</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Initial</td>
<td>729</td>
<td>6%</td>
</tr>
<tr>
<td>2. Inner</td>
<td>725</td>
<td>6%</td>
</tr>
<tr>
<td>3. Final</td>
<td>735</td>
<td>8%</td>
</tr>
<tr>
<td>4. Unrelated</td>
<td>740</td>
<td>8%</td>
</tr>
</tbody>
</table>

*p* < .05; significant differences relative to the unrelated condition.
**Word analyses.** An ANOVA on mean RTs revealed a significant main effect of Stimulus length, $F_1(1, 35) = 24.11, p < .001$, $F_2(1, 108) = 6.48, p < .05$. Seven-letter words produced significantly faster RTs than five-letter words. Neither the main effect of Prime type, nor the interaction between Stimulus length and Prime type were significant. An ANOVA on percentage of error revealed a significant main effect of Stimulus length, $F_1(1, 35) = 30.21, p < .001$, $F_2(1, 108) = 8.43, p < .01$. Five-letter words produced significantly more errors than seven-letter words. No other significant effects were found. The only planned comparison (against the unrelated prime condition) to reach significance was the effect of OC-final primes for 7-letter targets, $F_1(1, 35) = 6.48, p < .05$, $F_2(1, 108) = 5.16, p < .05$.

**Nonword analyses.** The only main effect to reach significance in the latency and accuracy analyses for nonwords, was the effect of Stimulus length in the accuracy analysis, $F_1(1, 35) = 34.78, p < .001$, $F_2(1, 111) = 14.30, p < .001$. Five-letters nonwords produced significantly more errors than 7-letter nonwords.

**Discussion**

The results of Experiment 4 show that the level of orthographic overlap across prime and target with 2-letter substitution primes is not great enough to significantly affect performance relative to the unrelated prime condition. There is, however, some evidence for a positional bias in the results for 7-letter words. The substitution primes involving the two last letters of target words produced a 16 ms facilitation relative to the unrelated prime condition. Although somewhat smaller than the 31 ms effect reported by Perea and Lupker (2003), it is in the same direction. This result lends some support to Perea and Lupker’s argument that, when compared with orthographic control primes (with two adjacent letters substituted), then transposition priming effects may be stronger when the transposition involves two inner letters compared with when it involves the two last letters. Most important, however, is the fact that there was no difference between the initial letter and inner letter substitution conditions in Experiment 4. This implies that the results for initial letter and inner letter transposition primes in Experiment 3 are due to the transposition manipulation and not to the other letters shared by prime and target. This therefore consolidates the critical pattern showing an inner letter transposition advantage for 5-letter words that disappears with 7-letter targets. This pattern was predicted by the new version of the open-bigram coding scheme involving a constraint on the number of possible intervening letters.
GENERAL DISCUSSION

The results of the present study were designed to test three recent models of letter position coding that appeared particularly promising in the light of recent data obtained with the masked priming paradigm. These are Davis’ (1999) SOLAR model, Whitney’s (2001) SERIOL model, and the open-bigram model developed conjointly by Grainger and van Heuven (2003) and the present authors. These particular models can account for relative-position priming effects, where prime stimuli sharing letters in the same relative position as target words (e.g., 13457, for a 7-letter word) facilitate target processing to the same extent as primes sharing letters in the same absolute position as targets (Granier & Grainger, 2004; Humphreys et al., 1990; Pesciarelli et al., 2001; Peressotti & Grainger, 1999). These three models were put to further test in the present study by manipulating the presence or not of repeated letters in prime and target stimuli, and by testing stimuli with transposed letters in the masked priming paradigm.

Repeated letters

In Experiments 1 and 2 of the present study, a repeated letter manipulation was used, such that target words containing a repeated letter (e.g., BALANCE) were primed by stimuli formed either by removing one of the repeated letters (balnce), or by removing one of the non-repeated letters (balace). Priming effects were compared with those obtained with target words without repeated letters. In line with the predictions of both the SERIOL model (Whitney, 2001) and Grainger and van Heuven’s (2003) open-bigram model, and contrary to the predictions of the SOLAR model (Davis, 1999), words with repeated letters were harder to process than words without repeated letters. However, in line with the SOLAR model and contrary to the other two models, the status of repeated letters had no influence whatsoever on priming effects. Experiment 2 tested the nonword primes of Experiment 1 as targets in an unprimed lexical decision task. Nonwords created by removing a letter from a real word were harder to reject than control nonwords. However, once again the status of repeated letters had no influence on the processing of such stimuli.

Open-bigram coding schemes predicted an influence of repeated letters at all levels of performance (as a main effect on target processing, and as a modulator of priming effects). Letter repetition leads to the generation of a smaller number of bigrams, hence lower-levels of activation input to lexical representations (for a fixed level of activation in more peripheral letter representations), and lower levels of orthographic overlap across prime and target stimuli in a priming situation. However, the prediction
that maintaining repeated letters in a prime stimulus (e.g., balace, for the
target BALANCE) should lead to less priming than when one of the
repeated letters is removed (e.g., balnce), only holds when open-bigrams
are formed across all letters in the stimulus with an unlimited number
of intervening letters. When the number of intervening letters is limited
to two, then this prediction no longer holds (see discussion of
Experiment 2).

This modified open-bigram scheme forms the basis of a model that has
been conjointly developed and tested by Grainger and van Heuven (2003).
A further motivation for the new coding scheme was found in some
relative-position priming experiments. These experiments examined the
effects of 5-letter relative-position primes on the processing of 7-letter
target words, with primes formed by the first and last letter of target words
plus varying combinations of three inner letters. In one critical experiment,
three conditions produced significant facilitation relative to an all-different
letter prime (ddddd). These were prime conditions 12457, 13457, and
13467. Three conditions failed to generate significant facilitation relative to
unrelated primes. These were prime conditions 12367, 12467, and 12567.
The original open-bigram scheme could not account for these differences.
The new scheme does. Prime conditions 12457, 13457, and 13467, share
seven out of nine bigrams with their corresponding targets (readers are
invited to check this for themselves). On the other hand, prime conditions
12367, 12467, and 12567, share only five or six out of the target’s nine
bigrams. If the minimum orthographic overlap required to observe
significant priming is seven out of nine, then the new coding scheme
captures this complex pattern of priming effects.

Transposed letters

A further significant test of the new open-bigram coding scheme was
provided in Experiment 3, where letter transposition was manipulated
across prime and target. Letter transposition effects provide a strong test
of models of letter position coding. The three models that served as the
theoretical focus of the present study can account for priming effects
obtained when primes are created by transposing two of the target word’s
letters (Forster et al., 1987; Perea & Lupker, 2003). All slot-based coding
schemes fail on this test, except for those using staggered presentation
techniques (Shillcock & Monaghan, 2001). Standard bigram or trigram
schemes (e.g., Seidenberg & McClelland, 1987) also fail, since letter
transposition disrupts the number of correct n-grams in the prime stimulus
(for example, the prime BLCAK retains only one trigram from the target
BLACK: #BL, and only two bigrams: #B, and BL).
The SOLAR model (Davis, 1999), the SERIOL model (Whitney, 2001), and the open-bigram model (Grainger & van Heuven, 2003), can all account for priming effects obtained with letter transpositions. However, only the new version of the open-bigram model, motivated by the results of Experiments 1 and 2 of the present study plus the relative-position priming data of Granier and Grainger (2004), could predict the specific pattern of results obtained in Experiment 3. In this experiment, transposed letter primes only facilitated performance to 5-letter targets when the transposition involved inner letters. Initial and final-letter transposition did not facilitate target processing relative to unrelated primes in 5-letter target words. With 7-letter target words, priming effects were obtained independently of the position of transposition (initial, inner, final). SERIOL predicted a disadvantage for initial-letter transpositions that was not observed, while SOLAR predicted no positional biases in transposition priming. As noted by Perea and Lupker (2003), however, in one version of the SOLAR model, an advantage has been given to final letter activation such that inner-letter transpositions could actually generate more priming than final letter transpositions. Nevertheless, this version of the SOLAR model would still have difficulty in accommodating the fact that the inner-letter transposition advantage was length dependent, only occurring for 5-letter words.

Further evidence against any beginning-to-end bias in orthographic processing was presented in the introduction to the present study.6 We noted some recent work on relative-position priming that provides converging evidence against any form of beginning-to-end positional bias in orthographic priming. Granier and Grainger (2004) compared relative-position primes formed by the first letters of targets, the last letters, or a combination of the first, last, and some inner letters. The results are most striking for 9-letter targets. Prime conditions 12345 and 56789 generated equivalent amounts of priming, and stronger priming than the 14569 prime condition. The new open-bigram scheme captures this pattern of priming effects, whereas this pattern was not predicted by either SERIOL or SOLAR. It should be noted, however, that positional biases can arise via other factors such as variations in letter visibility and lexical constraint (Clark & O’Regan, 1999; Grainger & Jacobs, 1993; Stevens & Grainger, 2003). Only further experimentation will allow us to separate out the effects due to a particular form of orthographic coding from the influences of other possible factors.

---

6 We acknowledge the evidence in favour of serial processing during reading aloud (e.g., Rastle & Coltheart, 1999), but would argue that this is specific to the act of articulation which requires a serial output.
Conclusions

The present study provides a modest contribution to a fast developing area of research using (mostly, but not exclusively) the masked priming paradigm to investigate early orthographic processing in printed word perception. Several studies have shown that the orthographic code for printed strings of letters involves some form of relative-position information for a set of letter identities (Forster et al., 1987; Granier & Grainger, 2003; Humphreys et al., 1990; Perea & Lupker, 2003; Peressotti & Grainger, 1999; Pesciarelli et al., 2001). Adopting a relative-position code implies that the processing system has knowledge about order information of the type “B is after A and before C”, and that this will be true for the string ABC and also for the string AGBMC. The notion of “open-bigram” was introduced to capture the essence of this type of coding. The present study provides further evidence in favor of such relative-position coding of printed strings of letters, and suggests that there is a constraint on the number of possible intervening letters in open-bigram coding. Future research will provide further tests of this approach to letter position coding.
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## Appendix 1

Word targets and the corresponding nonword primes tested in Experiment 1

<table>
<thead>
<tr>
<th>Repeat</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>Omitted</td>
</tr>
</tbody>
</table>

| PROGRÈS | progès | progrs | blumit | CHARBON | charon | charbn | plevus |
| PLACARD | placrd | placad | thonis | PRUDENT | prudnt | prudet | chabol |
| PROFOND | profnd | profod | blameg | FLAFOND | plafnd | plafod | bivret* |
| CRAVATE | cravte | cravae | spigio | FROMAGE | fromge | fromae | thulin* |
| GLOBALE | globae | globle | fristu | FRAGILE | frage | fragile | chontu |
| CHINOIS | chinos | chinis | trubal | SPECIAL | spécil | spécal | grunot |
| STATION | staion | staton | drugel | CHAIRE | chaeur | chalur | stind |
| TRAVAIL | travil | traval | snedum | PRODUIT | prodit | produt | snavel |
| SERGENT | sergnt | serget | balzuc | MECHANT | méchnt | méchat | virdus |
| CONTENU | contenu | contenu | palgrí | FORTUNE | fortue | fortne | gemaes* |
| CULTURE | cultre | cultue | fondia | MACHINE | machne | machie | sorgou |
| DIGNITÉ | digtne | digtié | normau | COSTUME | costme | costue | mendai |
| HORLOGE | horlge | horloe | mantui | DIPLOMÉ | diplme | diplôe | genrau |
| VICTIME | victhe | victie | narsou | SYMBOLE | symble | symboe | burdai |
| VITRINE | vitrne | vittrie | colmau | BAGNOLE | bagnle | bagnoe | pezdi |
| BONJOUR | bonjur | bonjer | methis | SECTION | secton | sectin | gardul |
| BONSOIR | bonsir | bonsor | pamlet | GARDINN | garden | gardin | pulmos |
| LECTEUR | lectur | lecter | bongad | FACTEUR | factur | facter | molsin |
| NERVEUX | nervux | nervex | bachol | MONDIAL | mondal | mondil | verbut |
| SECTEUR | sectur | sectur | dalfin | MALHEUR | malurh | malher | cofnis |
| MANTEAU | mantéu | mantau | sufroi | MORCEAU | morceu | morcau | fulnoi |
| BALANCE | balçne | balonce | fodiru | MIRACLE | mircle | mirale | bento |
| CADAVRE | cadivre | cadare | soluni | DURABLE | durble | durale | vesigo |
| CAPABLE | capble | capale | tisuno | RACANTE | racnte | racote | simplu |
| VISIBLE | viable | visile | garuno | PENIBLE | pénble | pénile | fumato |
| VOLONTÉ | volnéte | voloté | muzaci | FACULTÉ | facilet | facuet | merodi |
| CAPITAL | capittl | capial | nomeur | HÔPITAL | hôpital | hôpial | vareud |
| DÉCISIF | décilf | décilf | logunt | DELICAT | délict | déliat | moguns |
| DÉFICIT | défict | défilt | palons | HABITER | habitr | habier | gomoul |
| DEVENIR | devnir | devoir | gazol | NATUREL | natrel | natuel | jochs |
| LIMITER | limttr | limiter | machon | DOMINE | domner | domier | sachut |
| MAGASIN | magsn | magain | gercou | CABINET | cabnet | cabiet | bordul |
| MATELAS | matels | mateas | vunord | ROBINET | robint | robit | camuld |
| POSITIF | positf | positf | camund | RELATIF | relatif | relaif | mibous |
| MALADIE | maldie | malale | bernou | FATIGUE | fatigue | fatuue | modrai |
| MUSIQUE | muisque | musiue | negato | LOGIQUE | loglqe | loguie | betani |
| MARIAGE | marige | mariae | voluna | DOMAINE | domine | domaie | begulo |
| SALAIRE | salire | salare | bonuda | SOLAIRE | soliire | solare | penugo |
| JUMEAUX | jumeax | jumeux | tados | CITOYEN | citoyn | citoen | resaud |
| DIAMANT | diamant | diamat | tuire | COUVERT | couvtr | couvet | maion |
| COUTURE | coutue | coutue | geisna | COURAGE | courge | courae | hellbo |
| CUISINE | cuisne | cuiuse | boelda | VOITURE | voitri | voitue | lauco |
| PAYSAGE | paysge | paysae | hedroï | QUALITÉ | qualité | qualié | boinsu |
| BOUQUET | bouquet | bouqut | paimon | SOUTIEN | souten | soutin | valiod |
| ARTISTE | artisne | articde | elbugo | ARTICLE | article | artille | onsusdi |

* Not matched in CV structure.
### Appendix 2

**Nonword targets and the corresponding nonword primes tested in Experiment 1**

<table>
<thead>
<tr>
<th>Repeat</th>
<th>Omitted</th>
<th>Unique</th>
<th>Unrelated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>Target</td>
<td>Target</td>
<td>Target</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repeat</td>
</tr>
<tr>
<td>Target</td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th>TOMBOUX</th>
<th>tombux</th>
<th>tombox</th>
<th>saltin</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOLMOIR</td>
<td>nolmir</td>
<td>nolmor</td>
<td>bastud</td>
</tr>
<tr>
<td>JULNUIT</td>
<td>julnit</td>
<td>julnut</td>
<td>gerdof</td>
</tr>
<tr>
<td>JONPOIR</td>
<td>jonpir</td>
<td>jonpor</td>
<td>maglet</td>
</tr>
<tr>
<td>CARTAOL</td>
<td>cartol</td>
<td>cartal</td>
<td>bindus</td>
</tr>
<tr>
<td>TAURIAL</td>
<td>tauril</td>
<td>taural</td>
<td>neimog</td>
</tr>
<tr>
<td>RUITEUX</td>
<td>ruitex</td>
<td>ruital</td>
<td>peolas</td>
</tr>
<tr>
<td>REPTIEL</td>
<td>reptil</td>
<td>reptel</td>
<td>gandum</td>
</tr>
<tr>
<td>HARIANS</td>
<td>harins</td>
<td>harans</td>
<td>lezost</td>
</tr>
<tr>
<td>ROGRIN</td>
<td>roigrin</td>
<td>roigin</td>
<td>peulag</td>
</tr>
<tr>
<td>PLINOIR</td>
<td>plinir</td>
<td>plinir</td>
<td>staged</td>
</tr>
<tr>
<td>UVIPLIT</td>
<td>uviplit</td>
<td>uviplit</td>
<td>eborac</td>
</tr>
<tr>
<td>VUGRAUS</td>
<td>vugras</td>
<td>vugrus</td>
<td>minod</td>
</tr>
<tr>
<td>VAINIR</td>
<td>vainir</td>
<td>valnir</td>
<td>peugom</td>
</tr>
<tr>
<td>VESTLED</td>
<td>vestled</td>
<td>vested</td>
<td>harmon</td>
</tr>
<tr>
<td>VARMAT</td>
<td>vèmat</td>
<td>vèmrt</td>
<td>golidf</td>
</tr>
<tr>
<td>VAYRINAL</td>
<td>vatrial</td>
<td>vatrals</td>
<td>zochen</td>
</tr>
<tr>
<td>TROPON</td>
<td>tropod</td>
<td>tropot</td>
<td>blages</td>
</tr>
<tr>
<td>TINSUNÉ</td>
<td>tinsné</td>
<td>tinsné</td>
<td>hemgrs</td>
</tr>
<tr>
<td>TIMBAID</td>
<td>timbad</td>
<td>timbid</td>
<td>selnop</td>
</tr>
<tr>
<td>SULTALÈ</td>
<td>sualta</td>
<td>sulté</td>
<td>jindou</td>
</tr>
<tr>
<td>SAMPLAT</td>
<td>sampat</td>
<td>sampat</td>
<td>lovirid</td>
</tr>
<tr>
<td>FRANAX</td>
<td>pranax</td>
<td>pranax</td>
<td>stifeg</td>
</tr>
<tr>
<td>PHARAIN</td>
<td>pharin</td>
<td>pharan</td>
<td>glumod</td>
</tr>
<tr>
<td>PAUBLAN</td>
<td>paubln</td>
<td>pauban</td>
<td>coiget</td>
</tr>
<tr>
<td>MORPERD</td>
<td>mormpd</td>
<td>morprd</td>
<td>giblul</td>
</tr>
<tr>
<td>MOLOIND</td>
<td>molond</td>
<td>molond</td>
<td>paretso</td>
</tr>
<tr>
<td>STONIOD</td>
<td>stonad</td>
<td>stonod</td>
<td>braulum</td>
</tr>
<tr>
<td>MINIEUX</td>
<td>minieux</td>
<td>minieux</td>
<td>poilaud</td>
</tr>
<tr>
<td>LAUPRUN</td>
<td>lauprun</td>
<td>laupun</td>
<td>ziebom</td>
</tr>
<tr>
<td>JARMORT</td>
<td>jarmot</td>
<td>jarmot</td>
<td>denfus</td>
</tr>
<tr>
<td>HINTOR</td>
<td>hintor</td>
<td>hintor</td>
<td>machud</td>
</tr>
<tr>
<td>FARMAUX</td>
<td>farmux</td>
<td>farmax</td>
<td>sontig</td>
</tr>
<tr>
<td>STONTIR</td>
<td>stonitr</td>
<td>stotir</td>
<td>clamed</td>
</tr>
<tr>
<td>MANATOR</td>
<td>mantor</td>
<td>manacor</td>
<td>luspegg</td>
</tr>
<tr>
<td>DOINPR</td>
<td>doinpr</td>
<td>doinpr</td>
<td>vaumel</td>
</tr>
<tr>
<td>ACULNAR</td>
<td>aculan</td>
<td>acular</td>
<td>ohizet</td>
</tr>
<tr>
<td>BARIUT</td>
<td>brait</td>
<td>brait</td>
<td>plemog</td>
</tr>
<tr>
<td>BRONOMÉ</td>
<td>bromné</td>
<td>broncé</td>
<td>fludal</td>
</tr>
<tr>
<td>BERMEUX</td>
<td>bermeux</td>
<td>bermeux</td>
<td>cagnot</td>
</tr>
<tr>
<td>BRIFARD</td>
<td>bripad</td>
<td>bripad</td>
<td>solum</td>
</tr>
<tr>
<td>STILAIH</td>
<td>stialn</td>
<td>stianl</td>
<td>vroemn</td>
</tr>
<tr>
<td>GRALAND</td>
<td>gralnd</td>
<td>gralad</td>
<td>chomus</td>
</tr>
<tr>
<td>FIOCHG</td>
<td>fiochg</td>
<td>fioch</td>
<td>paeud</td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repeat</td>
</tr>
<tr>
<td>Target</td>
</tr>
</tbody>
</table>

| CADRIEM | cadreim | cadrim | gosuln |
| ZARDEIN | zardin | zarden | buchot |
| GSVRIOT | gevrot | gevrot | madlun |
| NARTIUL | nartil | nartul | ceapog |
| FURTAIM | furtim | furtam | zondel |
| MAILOUR | mailor | mailur | veudas |
| GAIROUL | gairol | gairul | nuedac |
| JUINVER | juinvr | juinver | destol |
| CHOLAIN | cholan | cholin | bruget |
| UVIPLIT | uviplit | uviplit | eborac |
| MODRAUL | modral | modrol | hespin |
| COINTER | cointir | coiner | juenal |
| MICHONT | michnt | michot | lavrec |
| HULDONS | huldos | huldn | gabrit |
| HARZOL | harzol | harzil | budgen |
| FRIGONT | frignt | frigot | slubam |
| COLFAME | colfae | colfme | nudroi |
| PALNOUD | palnol | palnod | osteif |
| MUTILE | murtl | murtle | bachno |
| ZOLDREN | zoldrn | zoldin | pascet |
| TROLAIN | trölin | trölan | spauv |
| BRINEU | brinud | brined | thogam |
| MOUCHE | moucht | moucet | lieban |
| VOSELFRED | voslred | voslrd | bunget |
| HELOR | helorig | helorg | unamp |
| VREMOIS | vremos | vremis | bladun |
| POIREUL | poreul | poriul | muhat |
| SUITREL | suitrel | suitel | geoam |
| GOLMARD | golmad | golmar | lestin |
| BONGAL | bongal | bongil | hemdut |
| PORTAIL | porlia | porial | cugnet |
| BALIVER | baliver | balier | nuchod |
| SOILGAR | soilgr | soilet | neaud |
| ONTEGES | onteg | onteis | imavut |
| STURIOL | stuiol | sturol | cheman |
| DRAGUME | dragme | drame | glosni |
| JOLRAIN | jolrin | jolran | humlet |
| TRUDINT | trudit | trudnt | chelam |
| BAIACEL | baiacel | baiacel | thons |
| SLUOMCH | slumch | slumoh | branet |
| STUIGL | stuigl | stuigl | choarm |
| DOMCHAR | domchr | doncar | bungus |
### Appendix 3

Word targets and the corresponding transposed letter, orthographic control, and unrelated primes tested in Experiments 3 and 4

<table>
<thead>
<tr>
<th>5 Letters</th>
<th>TL Initial</th>
<th>OC Initial</th>
<th>TL Inner</th>
<th>OC Inner</th>
<th>TL Final</th>
<th>OC Final</th>
<th>Unrelated</th>
</tr>
</thead>
<tbody>
<tr>
<td>POINT</td>
<td>opint</td>
<td>axint</td>
<td>ponit</td>
<td>pazit</td>
<td>poitn</td>
<td>poigr</td>
<td>bleu</td>
</tr>
<tr>
<td>ENFIN</td>
<td>nefin</td>
<td>tufin</td>
<td>enfin</td>
<td>enabn</td>
<td>enfin</td>
<td>enfto</td>
<td>sormo</td>
</tr>
<tr>
<td>MIEUX</td>
<td>imeux</td>
<td>oleux</td>
<td>miexu</td>
<td>miaoax</td>
<td>miexu</td>
<td>mioco</td>
<td>nalar</td>
</tr>
<tr>
<td>SAINT</td>
<td>asint</td>
<td>emint</td>
<td>sanit</td>
<td>samet</td>
<td>saitn</td>
<td>saifl</td>
<td>belmu</td>
</tr>
<tr>
<td>DROIT</td>
<td>rdoiit</td>
<td>sfoit</td>
<td>dorit</td>
<td>dofat</td>
<td>droiti</td>
<td>dronu</td>
<td>cegnu</td>
</tr>
<tr>
<td>ABORD</td>
<td>baord</td>
<td>cuord</td>
<td>abrod</td>
<td>abcdur</td>
<td>abordr</td>
<td>aboprl</td>
<td>nello</td>
</tr>
<tr>
<td>AMOUR</td>
<td>maour</td>
<td>peour</td>
<td>amuur</td>
<td>ameir</td>
<td>amoru</td>
<td>amopa</td>
<td>penbi</td>
</tr>
<tr>
<td>VIEUX</td>
<td>iveux</td>
<td>oezex</td>
<td>veieux</td>
<td>vauxoa</td>
<td>vieux</td>
<td>vieta</td>
<td>holaf</td>
</tr>
<tr>
<td>AUCUN</td>
<td>aucun</td>
<td>elcun</td>
<td>acuun</td>
<td>alilun</td>
<td>aucnu</td>
<td>aucvli</td>
<td>rtiei</td>
</tr>
<tr>
<td>SELON</td>
<td>eslon</td>
<td>iplon</td>
<td>sealon</td>
<td>smaun</td>
<td>selon</td>
<td>seldl</td>
<td>ahrbe</td>
</tr>
<tr>
<td>PLEIN</td>
<td>lpelin</td>
<td>rmein</td>
<td>pelin</td>
<td>pocin</td>
<td>pleni</td>
<td>plegu</td>
<td>rabdu</td>
</tr>
<tr>
<td>BLANC</td>
<td>lbanc</td>
<td>tsanc</td>
<td>balnc</td>
<td>bisnc</td>
<td>blacn</td>
<td>blatbf</td>
<td>omute</td>
</tr>
<tr>
<td>ENVLE</td>
<td>novle</td>
<td>guvle</td>
<td>enivle</td>
<td>enume</td>
<td>envol</td>
<td>envao</td>
<td>afcoat</td>
</tr>
<tr>
<td>IMAGE</td>
<td>miase</td>
<td>cooge</td>
<td>iamege</td>
<td>iosege</td>
<td>iameq</td>
<td>iusauc</td>
<td>uclon</td>
</tr>
<tr>
<td>QUANT</td>
<td>uqant</td>
<td>egant</td>
<td>qunat</td>
<td>qumit</td>
<td>quatn</td>
<td>quadg</td>
<td>rcope</td>
</tr>
<tr>
<td>GESTE</td>
<td>egste</td>
<td>inste</td>
<td>getse</td>
<td>gepde</td>
<td>geset</td>
<td>gesan</td>
<td>abuni</td>
</tr>
<tr>
<td>HAUTE</td>
<td>ahute</td>
<td>opute</td>
<td>hatue</td>
<td>hagoe</td>
<td>hauet</td>
<td>haup</td>
<td>gopis</td>
</tr>
<tr>
<td>JOUER</td>
<td>ojuer</td>
<td>ibuer</td>
<td>jouer</td>
<td>joiar</td>
<td>joure</td>
<td>jouisi</td>
<td>gatil</td>
</tr>
<tr>
<td>POIDS</td>
<td>opids</td>
<td>egids</td>
<td>podis</td>
<td>pozus</td>
<td>poisd</td>
<td>poitm</td>
<td>gubne</td>
</tr>
<tr>
<td>ODEUR</td>
<td>doeur</td>
<td>paueur</td>
<td>oedur</td>
<td>cimur</td>
<td>oderu</td>
<td>odeha</td>
<td>naci</td>
</tr>
<tr>
<td>CHOIX</td>
<td>hcoix</td>
<td>rogoix</td>
<td>cohix</td>
<td>cazix</td>
<td>choxi</td>
<td>chouz</td>
<td>srube</td>
</tr>
<tr>
<td>COURT</td>
<td>ocourt</td>
<td>imurt</td>
<td>corut</td>
<td>cihat</td>
<td>court</td>
<td>couml</td>
<td>pelab</td>
</tr>
<tr>
<td>CHAUD</td>
<td>hcaud</td>
<td>rtaud</td>
<td>chahud</td>
<td>cifud</td>
<td>chadu</td>
<td>chaco</td>
<td>irpne</td>
</tr>
<tr>
<td>POCHE</td>
<td>opche</td>
<td>iboche</td>
<td>pcohe</td>
<td>pgaehe</td>
<td>pocheh</td>
<td>pocag</td>
<td>sual</td>
</tr>
<tr>
<td>CROIX</td>
<td>rocoix</td>
<td>rtoix</td>
<td>corix</td>
<td>cadix</td>
<td>croxi</td>
<td>cropsa</td>
<td>gapme</td>
</tr>
<tr>
<td>TEXTE</td>
<td>etxte</td>
<td>acxte</td>
<td>txete</td>
<td>tftite</td>
<td>texet</td>
<td>texip</td>
<td>aploi</td>
</tr>
<tr>
<td>STYLE</td>
<td>tsyle</td>
<td>rzyle</td>
<td>styile</td>
<td>sihre</td>
<td>styel</td>
<td>styad</td>
<td>lopba</td>
</tr>
<tr>
<td>TOTAL</td>
<td>ottal</td>
<td>iptal</td>
<td>total</td>
<td>toepil</td>
<td>totla</td>
<td>totbi</td>
<td>herri</td>
</tr>
<tr>
<td>ROMAN</td>
<td>orman</td>
<td>1vmam</td>
<td>rmoan</td>
<td>rtean</td>
<td>romna</td>
<td>romcl</td>
<td>gehid</td>
</tr>
<tr>
<td>HERBE</td>
<td>ehrbe</td>
<td>ajrbe</td>
<td>hrebe</td>
<td>hsibe</td>
<td>hereb</td>
<td>herav</td>
<td>damao</td>
</tr>
<tr>
<td>SOUPE</td>
<td>oeupe</td>
<td>iyuve</td>
<td>soupe</td>
<td>sogye</td>
<td>soupe</td>
<td>souat</td>
<td>vrbai</td>
</tr>
<tr>
<td>PUTIS</td>
<td>upitis</td>
<td>enits</td>
<td>putis</td>
<td>pugos</td>
<td>puist</td>
<td>puirtg</td>
<td>omlag</td>
</tr>
<tr>
<td>FRANC</td>
<td>rfanc</td>
<td>lpanc</td>
<td>farnc</td>
<td>filncc</td>
<td>fracn</td>
<td>fradl</td>
<td>diope</td>
</tr>
<tr>
<td>PLOMB</td>
<td>lpomb</td>
<td>rftmb</td>
<td>polmb</td>
<td>pasmb</td>
<td>plobm</td>
<td>plofr</td>
<td>agurd</td>
</tr>
<tr>
<td>ATOME</td>
<td>taome</td>
<td>ruome</td>
<td>atmoem</td>
<td>atvue</td>
<td>atoem</td>
<td>atois</td>
<td>hripu</td>
</tr>
<tr>
<td>DEUIL</td>
<td>eduil</td>
<td>aifuil</td>
<td>deuil</td>
<td>daoil</td>
<td>deuli</td>
<td>deumo</td>
<td>sarbo</td>
</tr>
<tr>
<td>FOMFE</td>
<td>ogmpe</td>
<td>ilmpe</td>
<td>pmope</td>
<td>psupe</td>
<td>pomep</td>
<td>ponal</td>
<td>nutia</td>
</tr>
<tr>
<td>SOURD</td>
<td>osurd</td>
<td>iturd</td>
<td>sorud</td>
<td>somed</td>
<td>soudr</td>
<td>soulm</td>
<td>nielc</td>
</tr>
<tr>
<td>BOUEF</td>
<td>oboef</td>
<td>ileuf</td>
<td>beoef</td>
<td>baluf</td>
<td>beoef</td>
<td>boeji</td>
<td>lviam</td>
</tr>
<tr>
<td>SAUTE</td>
<td>asute</td>
<td>inute</td>
<td>saute</td>
<td>simae</td>
<td>sauet</td>
<td>sauim</td>
<td>olrid</td>
</tr>
<tr>
<td>SUBIT</td>
<td>usbit</td>
<td>egbit</td>
<td>suibit</td>
<td>suoment</td>
<td>subti</td>
<td>subno</td>
<td>vamre</td>
</tr>
<tr>
<td>GENOU</td>
<td>egoune</td>
<td>isoune</td>
<td>gneou</td>
<td>gisoue</td>
<td>gneou</td>
<td>gesan</td>
<td>abist</td>
</tr>
<tr>
<td>FINAL</td>
<td>ifinal</td>
<td>ugnal</td>
<td>fnial</td>
<td>fgeal</td>
<td>finla</td>
<td>fingu</td>
<td>hemuo</td>
</tr>
<tr>
<td>GUISE</td>
<td>ugisse</td>
<td>onise</td>
<td>guisse</td>
<td>gumae</td>
<td>guises</td>
<td>guilaf</td>
<td>clato</td>
</tr>
<tr>
<td>BARON</td>
<td>abron</td>
<td>upron</td>
<td>braon</td>
<td>bleon</td>
<td>bano</td>
<td>barsy</td>
<td>pievu</td>
</tr>
<tr>
<td>RURAL</td>
<td>urral</td>
<td>itral</td>
<td>rurla</td>
<td>ruelr</td>
<td>rurla</td>
<td>rurfl</td>
<td>ogmie</td>
</tr>
<tr>
<td>JEUDI</td>
<td>ejudi</td>
<td>oludi</td>
<td>jedui</td>
<td>jeboil</td>
<td>jeuid</td>
<td>jeual</td>
<td>prosc</td>
</tr>
</tbody>
</table>
### 366 SCHOONBAERT AND GRAINGER

<table>
<thead>
<tr>
<th>5 Letters</th>
<th>TL Initial</th>
<th>OC Initial</th>
<th>TL Inner</th>
<th>OC Inner</th>
<th>TL Final</th>
<th>OC Final</th>
<th>Unrelated</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISLAM</td>
<td>silam</td>
<td>delam</td>
<td>isalm</td>
<td>isorm</td>
<td>islma</td>
<td>isige</td>
<td>buvop</td>
</tr>
<tr>
<td>AZOTE</td>
<td>zaote</td>
<td>vuote</td>
<td>aztoe</td>
<td>azmie</td>
<td>azot</td>
<td>azoic</td>
<td>ubhin</td>
</tr>
<tr>
<td>SIEUR</td>
<td>iseur</td>
<td>aneur</td>
<td>selur</td>
<td>ayour</td>
<td>sieru</td>
<td>sieno</td>
<td>acmolt</td>
</tr>
<tr>
<td>FICHE</td>
<td>ifiche</td>
<td>owche</td>
<td>fiche</td>
<td>ftahe</td>
<td>fiche</td>
<td>ficam</td>
<td>dipu</td>
</tr>
<tr>
<td>ROBIN</td>
<td>orbin</td>
<td>ulbin</td>
<td>robini</td>
<td>rdain</td>
<td>robni</td>
<td>rohme</td>
<td>mevau</td>
</tr>
<tr>
<td>LOGIS</td>
<td>ologis</td>
<td>urgis</td>
<td>loigs</td>
<td>loafs</td>
<td>logsi</td>
<td>logfu</td>
<td>menra</td>
</tr>
<tr>
<td>RUBAN</td>
<td>urban</td>
<td>wiban</td>
<td>ruban</td>
<td>rsoan</td>
<td>rubna</td>
<td>rubti</td>
<td>coerl</td>
</tr>
<tr>
<td>SERGE</td>
<td>esrge</td>
<td>alrge</td>
<td>srege</td>
<td>sgoge</td>
<td>sereg</td>
<td>seruc</td>
<td>ahuda</td>
</tr>
<tr>
<td>WAGON</td>
<td>awgon</td>
<td>upgon</td>
<td>waqgn</td>
<td>waudn</td>
<td>wagnio</td>
<td>wapgo</td>
<td>umbie</td>
</tr>
<tr>
<td>TRIBU</td>
<td>rtibu</td>
<td>tbiru</td>
<td>tirbu</td>
<td>tolbu</td>
<td>trilub</td>
<td>trilop</td>
<td>hacno</td>
</tr>
<tr>
<td>NOEUR</td>
<td>onedr</td>
<td>ateud</td>
<td>neoud</td>
<td>nalud</td>
<td>noedr</td>
<td>noega</td>
<td>ibale</td>
</tr>
<tr>
<td>ULTRA</td>
<td>lutra</td>
<td>hetra</td>
<td>ultra</td>
<td>ulsga</td>
<td>ultrar</td>
<td>ultem</td>
<td>cegin</td>
</tr>
<tr>
<td>LAPIN</td>
<td>alpin</td>
<td>espin</td>
<td>laipn</td>
<td>laern</td>
<td>lapni</td>
<td>lapho</td>
<td>udrcie</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>7 Letters</th>
<th>TL Initial</th>
<th>OC Initial</th>
<th>TL Inner</th>
<th>OC Inner</th>
<th>TL Final</th>
<th>OC Final</th>
<th>Unrelated</th>
</tr>
</thead>
<tbody>
<tr>
<td>PREMIER</td>
<td>rpreier</td>
<td>tseier</td>
<td>preier</td>
<td>preaner</td>
<td>premire</td>
<td>premiso</td>
<td>gualveul</td>
</tr>
<tr>
<td>PRESQUE</td>
<td>rpresque</td>
<td>lgesque</td>
<td>presque</td>
<td>prectue</td>
<td>presque</td>
<td>presqio</td>
<td>baudlan</td>
</tr>
<tr>
<td>SURTOUT</td>
<td>urstout</td>
<td>ebout</td>
<td>surtut</td>
<td>surditu</td>
<td>surtut</td>
<td>surtiop</td>
<td>canima</td>
</tr>
<tr>
<td>PARFOIS</td>
<td>aprfois</td>
<td>ilrois</td>
<td>parfois</td>
<td>preavis</td>
<td>parfois</td>
<td>parfovo</td>
<td>chempel</td>
</tr>
<tr>
<td>POUVOIR</td>
<td>opouvoir</td>
<td>anouvoir</td>
<td>pouvoir</td>
<td>potaoir</td>
<td>pouvoir</td>
<td>pouvoma</td>
<td>sendans</td>
</tr>
<tr>
<td>CHAMBRE</td>
<td>hchambre</td>
<td>lpanbre</td>
<td>chahmre</td>
<td>chalgre</td>
<td>chahmre</td>
<td>chahnut</td>
<td>juilong</td>
</tr>
<tr>
<td>DEMANDE</td>
<td>edemande</td>
<td>osmande</td>
<td>demande</td>
<td>desamide</td>
<td>demanet</td>
<td>demanot</td>
<td>sucolit</td>
</tr>
<tr>
<td>INSTANT</td>
<td>istnast</td>
<td>gistant</td>
<td>instant</td>
<td>injlapnt</td>
<td>instn</td>
<td>instagr</td>
<td>effolud</td>
</tr>
<tr>
<td>SILENCE</td>
<td>isolencia</td>
<td>obulence</td>
<td>silonce</td>
<td>siabnce</td>
<td>silencie</td>
<td>silenov</td>
<td>grumitut</td>
</tr>
<tr>
<td>DERNIER</td>
<td>ednrner</td>
<td>urfnier</td>
<td>denrier</td>
<td>delsier</td>
<td>dernire</td>
<td>dernigu</td>
<td>vautal</td>
</tr>
<tr>
<td>SERVICE</td>
<td>eservice</td>
<td>atrvice</td>
<td>service</td>
<td>sedlice</td>
<td>serviec</td>
<td>serviom</td>
<td>notouild</td>
</tr>
<tr>
<td>CONSEIL</td>
<td>oncesel</td>
<td>ivnseil</td>
<td>consiel</td>
<td>conapil</td>
<td>conselie</td>
<td>consefa</td>
<td>trahmud</td>
</tr>
<tr>
<td>SOURIRE</td>
<td>osourire</td>
<td>anurire</td>
<td>sourire</td>
<td>sogaire</td>
<td>souririe</td>
<td>sourial</td>
<td>qletalo</td>
</tr>
<tr>
<td>PLAISIR</td>
<td>plaisir</td>
<td>maiaisir</td>
<td>pliasir</td>
<td>ploisir</td>
<td>plaisie</td>
<td>plaisiea</td>
<td>steonem</td>
</tr>
<tr>
<td>SECONDE</td>
<td>esconde</td>
<td>arconde</td>
<td>seconde</td>
<td>seclade</td>
<td>seconed</td>
<td>seconat</td>
<td>jalumat</td>
</tr>
<tr>
<td>BONHEUR</td>
<td>obunheur</td>
<td>ednbheur</td>
<td>bonheur</td>
<td>bopzeur</td>
<td>bonheru</td>
<td>bonhem</td>
<td>stamild</td>
</tr>
<tr>
<td>JOURNAL</td>
<td>ojournal</td>
<td>icjurnal</td>
<td>journla</td>
<td>johinal</td>
<td>journla</td>
<td>journpri</td>
<td>chmdet</td>
</tr>
<tr>
<td>TABLEAU</td>
<td>atbleau</td>
<td>erbleau</td>
<td>tableau</td>
<td>talebeau</td>
<td>tableua</td>
<td>tableio</td>
<td>vompind</td>
</tr>
<tr>
<td>ARTICLE</td>
<td>raticle</td>
<td>foticle</td>
<td>articule</td>
<td>arufcle</td>
<td>articel</td>
<td>articod</td>
<td>ephomdi</td>
</tr>
<tr>
<td>MAUVAIRS</td>
<td>muvausai</td>
<td>ocuvaus</td>
<td>mauvais</td>
<td>madoais</td>
<td>mauvasi</td>
<td>mauvajo</td>
<td>loideone</td>
</tr>
<tr>
<td>SURFACE</td>
<td>usurface</td>
<td>irface</td>
<td>surfacel</td>
<td>surimce</td>
<td>surfacel</td>
<td>surfaoel</td>
<td>plognit</td>
</tr>
<tr>
<td>LANGUAGE</td>
<td>alnage</td>
<td>ohngage</td>
<td>langage</td>
<td>lamsage</td>
<td>langage</td>
<td>langaiqf</td>
<td>sorimot</td>
</tr>
<tr>
<td>ABSENCE</td>
<td>abasense</td>
<td>vusence</td>
<td>absenee</td>
<td>absmoce</td>
<td>absecen</td>
<td>absenom</td>
<td>utrulmo</td>
</tr>
<tr>
<td>UNIVERS</td>
<td>nuivers</td>
<td>foivers</td>
<td>univers</td>
<td>unpaers</td>
<td>unviers</td>
<td>unuvelp</td>
<td>elomact</td>
</tr>
<tr>
<td>ENNANCE</td>
<td>nefance</td>
<td>woifance</td>
<td>enfance</td>
<td>enwmuce</td>
<td>enfanac</td>
<td>enfanum</td>
<td>plotrit</td>
</tr>
<tr>
<td>SEMAINE</td>
<td>esmaine</td>
<td>ulmaine</td>
<td>seamine</td>
<td>seopine</td>
<td>seaimen</td>
<td>seaimot</td>
<td>tramouo</td>
</tr>
<tr>
<td>CONTACT</td>
<td>ocntact</td>
<td>istact</td>
<td>conactt</td>
<td>conesct</td>
<td>contatc</td>
<td>contafr</td>
<td>qrerung</td>
</tr>
<tr>
<td>ENDROIT</td>
<td>nedroit</td>
<td>hudroit</td>
<td>endorit</td>
<td>endaggit</td>
<td>endroit</td>
<td>endroia</td>
<td>alsmbue</td>
</tr>
<tr>
<td>VOULOIR</td>
<td>ovuloir</td>
<td>iluoir</td>
<td>volouio</td>
<td>wowaior</td>
<td>voluior</td>
<td>voluiome</td>
<td>gaitame</td>
</tr>
<tr>
<td>DOCTEUR</td>
<td>odcteur</td>
<td>urcteur</td>
<td>docetur</td>
<td>docaxur</td>
<td>doctuer</td>
<td>docteni</td>
<td>munisal</td>
</tr>
<tr>
<td>VALABLE</td>
<td>avalbe</td>
<td>eblable</td>
<td>valblea</td>
<td>valzile</td>
<td>valabel</td>
<td>valaboah</td>
<td>jotomin</td>
</tr>
<tr>
<td>AMPLEUR</td>
<td>mapleur</td>
<td>nipleur</td>
<td>ampelur</td>
<td>amphiur</td>
<td>ampleru</td>
<td>amplenli</td>
<td>nochias</td>
</tr>
<tr>
<td>DIZAINE</td>
<td>dizaine</td>
<td>ezipaine</td>
<td>dizaine</td>
<td>diugine</td>
<td>dizaien</td>
<td>dizaiom</td>
<td>moulogi</td>
</tr>
<tr>
<td>BRUSQUE</td>
<td>rbusque</td>
<td>lhusque</td>
<td>brusque</td>
<td>bruplue</td>
<td>brusgue</td>
<td>brusgao</td>
<td>vlichan</td>
</tr>
<tr>
<td>7 Letters</td>
<td>TL Initial</td>
<td>OC Initial</td>
<td>TL Inner</td>
<td>OC Inner</td>
<td>TL Final</td>
<td>OC Final</td>
<td>Unrelated</td>
</tr>
<tr>
<td>-----------</td>
<td>------------</td>
<td>------------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>-----------</td>
</tr>
<tr>
<td>MANQUER</td>
<td>amnqucer</td>
<td>oppoquer</td>
<td>manquere</td>
<td>manider</td>
<td>manqure</td>
<td>mangulo</td>
<td>tolipas</td>
</tr>
<tr>
<td>CONCERT</td>
<td>oncercet</td>
<td>ugnceret</td>
<td>concercet</td>
<td>conafret</td>
<td>concetr</td>
<td>conesep</td>
<td>slaglim</td>
</tr>
<tr>
<td>SURPLUS</td>
<td>usrplus</td>
<td>irmrplus</td>
<td>surplus</td>
<td>surftus</td>
<td>surpleu</td>
<td>surplge</td>
<td>gomdage</td>
</tr>
<tr>
<td>ANTIQUE</td>
<td>natique</td>
<td>zetique</td>
<td>anitique</td>
<td>anodque</td>
<td>antiquf</td>
<td>antiquo</td>
<td>elosmai</td>
</tr>
<tr>
<td>CRYSTAL</td>
<td>rclistal</td>
<td>mplistal</td>
<td>crissal</td>
<td>crifmal</td>
<td>cristla</td>
<td>cristo</td>
<td>pechbun</td>
</tr>
<tr>
<td>PASTEUR</td>
<td>apasteur</td>
<td>ocateur</td>
<td>pasetur</td>
<td>pasodur</td>
<td>pasteur</td>
<td>pastemo</td>
<td>clondim</td>
</tr>
<tr>
<td>VERTIGE</td>
<td>evertige</td>
<td>abrtige</td>
<td>verigae</td>
<td>verasge</td>
<td>vertieg</td>
<td>vertiha</td>
<td>dosquol</td>
</tr>
<tr>
<td>LARGEUR</td>
<td>alrguer</td>
<td>idrguer</td>
<td>lagreur</td>
<td>lasmeur</td>
<td>largoru</td>
<td>largebi</td>
<td>stinpon</td>
</tr>
<tr>
<td>TROMPER</td>
<td>rtromper</td>
<td>lgomper</td>
<td>tromper</td>
<td>trolger</td>
<td>trompre</td>
<td>trompdu</td>
<td>blandis</td>
</tr>
<tr>
<td>FRONTIN</td>
<td>frontin</td>
<td>ldontin</td>
<td>frotnin</td>
<td>frosdin</td>
<td>frontni</td>
<td>frontma</td>
<td>glmulld</td>
</tr>
<tr>
<td>PANIQUE</td>
<td>apnique</td>
<td>ernique</td>
<td>panquie</td>
<td>panvoue</td>
<td>panigue</td>
<td>panlqao</td>
<td>bermold</td>
</tr>
<tr>
<td>GALERIE</td>
<td>agerie</td>
<td>udlerie</td>
<td>gaelrie</td>
<td>gaoerle</td>
<td>galerei</td>
<td>galeroi</td>
<td>notufod</td>
</tr>
<tr>
<td>VIOLENT</td>
<td>ivolent</td>
<td>udolent</td>
<td>viloent</td>
<td>vidaent</td>
<td>violetn</td>
<td>violehr</td>
<td>churamp</td>
</tr>
<tr>
<td>POIGNET</td>
<td>opignet</td>
<td>ecignet</td>
<td>poginet</td>
<td>powanet</td>
<td>poignte</td>
<td>poigndu</td>
<td>vumbals</td>
</tr>
<tr>
<td>SPECTRE</td>
<td>psectre</td>
<td>zdectre</td>
<td>spectre</td>
<td>spedzre</td>
<td>specter</td>
<td>spectil</td>
<td>vlamang</td>
</tr>
<tr>
<td>CONFIER</td>
<td>onfier</td>
<td>elnfier</td>
<td>confer</td>
<td>conumer</td>
<td>confirre</td>
<td>confimu</td>
<td>geltaud</td>
</tr>
<tr>
<td>STUPIDE</td>
<td>tsupide</td>
<td>grupide</td>
<td>stupide</td>
<td>stuogde</td>
<td>stupidd</td>
<td>stupial</td>
<td>velamo</td>
</tr>
<tr>
<td>GRIMACE</td>
<td>rgimace</td>
<td>lltmace</td>
<td>grimace</td>
<td>grinuce</td>
<td>grimaec</td>
<td>grimaos</td>
<td>steboum</td>
</tr>
<tr>
<td>ADOPTER</td>
<td>daopter</td>
<td>buopter</td>
<td>adopter</td>
<td>adogler</td>
<td>adoptre</td>
<td>adopthu</td>
<td>geuffin</td>
</tr>
<tr>
<td>AISANCE</td>
<td>lasance</td>
<td>oussance</td>
<td>aissnec</td>
<td>aismoce</td>
<td>aisanec</td>
<td>aisanuv</td>
<td>oudromi</td>
</tr>
<tr>
<td>EXPOSER</td>
<td>xeposer</td>
<td>ziposer</td>
<td>exposer</td>
<td>expzier</td>
<td>exposre</td>
<td>exposga</td>
<td>camudat</td>
</tr>
<tr>
<td>HOSTILE</td>
<td>ohstile</td>
<td>uvstile</td>
<td>hostile</td>
<td>hosarle</td>
<td>hostiel</td>
<td>hostipu</td>
<td>vemardu</td>
</tr>
<tr>
<td>VERSION</td>
<td>evrsion</td>
<td>uvestile</td>
<td>vursion</td>
<td>veruton</td>
<td>versino</td>
<td>versima</td>
<td>mulbade</td>
</tr>
<tr>
<td>PLANCHE</td>
<td>lpanche</td>
<td>smanche</td>
<td>planche</td>
<td>ploscoh</td>
<td>planche</td>
<td>plancog</td>
<td>frctmis</td>
</tr>
<tr>
<td>HABITER</td>
<td>ahbiter</td>
<td>onbiter</td>
<td>habtier</td>
<td>habloer</td>
<td>habtire</td>
<td>habiftu</td>
<td>megnous</td>
</tr>
<tr>
<td>SOIGNER</td>
<td>osigner</td>
<td>amigner</td>
<td>soigner</td>
<td>sohamer</td>
<td>soignr</td>
<td>soignta</td>
<td>velumat</td>
</tr>
</tbody>
</table>