An ERP study on initial second language vocabulary learning
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Abstract

This study examined the very initial phases of orthographic and semantic acquisition in monolingual native English speakers learning Chinese words under controlled laboratory conditions. Participants engaged in 10 sessions of vocabulary learning, four of which were used to obtain ERPs. Performance in behavioral tests improved over sessions, and these data were used to define fast and slow learners. Most important is that ERPs in the two groups of learners revealed qualitatively distinct learning patterns. Only fast learners showed a left-lateralized increase in N170 amplitude with training. Furthermore, only fast learners showed an increased N400 amplitude with training, with a distinct anterior distribution. Slow learners, on the other hand, showed a posterior positive effect, with increasingly positive-going waveforms in occipital sites as training progressed. Possible mechanisms underlying these qualitative differences are discussed.
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Vocabulary knowledge forms the basis of spoken and written language comprehension from the earliest point of second language (L2) learning. Both in beginning and advanced bilingual speakers, the fundamental role of vocabulary in the fluent use of L2 is well documented (e.g., Nation, 1993, 2001). A number of studies have examined novel word learning in adulthood in a first language (L1), where participants learned a set of low frequency vocabulary items or pseudowords in which the phonotactic rules of their native language were preserved (Batterink & Neville, 2011; Borovsky, Kutas, & Elman, 2010; Frishkoff, Perfetti, & Collins-Thompson, 2010; Mestres-Missé, Rodriguez-Fornells, & Münte, 2007). These studies found that novel words for which some meaning had been acquired showed behavioral and neuronal changes approaching that of familiar L1 words.

However, integration of new vocabulary items into an existing lexicon is not the same as learning words in a new language. The former is relatively easy, because the orthographic and phonological systems used to process new words are familiar to the learners. In contrast, any second language learning will necessarily involve building up new orthographic, phonotactic, and grammatical rules. A number of studies have obtained longitudinal data in order to observe changes in L2 lexical processing that occur with increasing L2 proficiency. One study followed English native speakers learning German, before and after 5 months of immersion in a German-speaking environment (Stein et al., 2006). Following immersion, German words elicited shorter latency N400 and P600 (late positive component [LPC] in their paper) components compared with the latencies elicited prior to immersion. Amplitude differences in these event-related potentials (ERP) components were not observed.

More directly relevant to the present work is a study by McLaughlin and colleagues that concentrated on the very initial period of L2 learning (McLaughlin, Osterhout, & Kim, 2004). McLaughlin et al. showed that the N400 component is sensitive to the level of exposure to a new L2 very early in L2 learning. In a group of native English speakers learning French as L2, the N400 reliably differentiated learned L2 items from L2-based pseudowords after only 14 h of classroom instruction, and in the absence of any significant differences in behavior. After 63 h of instruction, newly learned items showed N400 attenuation when primed semantically, implying the activation of semantic representations. The results of this study suggest that major changes are already occurring during the very first stages of L2 learning, and that it is therefore important to understand exactly what these early changes involve. Moreover, the ERP changes were seen prior to changes in behavioral measures, thus suggesting that this is a more sensitive technique for studying effects that emerge early during L2 word learning.

Many of the studies of L2 vocabulary acquisition conducted to date involved an L1 and an L2 that share an alphabet. In these cases, L2 learners are likely to use their prior knowledge of the alphabet and the L1 vocabulary to support L2 word learning. Some evidence of this comes from studies of the cognate effect. Cognates, which are words that have the same meaning and similar orthographic or phonological representations across languages, are easier to learn and recall than noncognates (De Groot & Keijzer, 2000). But even noncognate words will be influenced by the overall similarity between two languages. One strategy for limiting such possible influences is to use language pairs that are visually and phonologically distinct, such as English and certain Asian...
languages. In their longitudinal study, Ojima, Nakamura, Matsubakurita, Hoshino, and Hagiwara (2011) used this approach by examining Japanese children learning English over a several-year period and found evidence of a developmental progression of increasingly nativelike N400 effects as a function of L2 proficiency.

A number of other studies have investigated the learning of Chinese characters by native English speakers (Liu, Dunlap, Fiez, & Perfetti, 2007; Liu, Perfetti, & Wang, 2006; Liu, Wang, & Perfetti, 2007; Perfetti et al., 2007; Wang, Perfetti, & Liu, 2003). This research points to a rather rapid adaptation to the unfamiliar script with the early formation of structural representations of Chinese characters being followed by the gradual strengthening of their associations with phonology and meaning. For example, Liu, Wang, & Perfetti (2007) examined priming effects in first-term L2 Chinese learners in a word naming task with single character words and a 500-ms stimulus onset asynchrony (SOA; primes presented for 500 ms and immediately replaced by targets until verbal response). They found facilitation from orthographically related primes but no phonological or semantic priming. By the end of the second term, however, the effect of orthographic priming diminished while phonological and semantic priming both facilitated naming. Furthermore, Wang et al. (2003) showed that adult native English speakers with a few months of college-level classroom learning of Chinese were sensitive to orthographic structure, responding differently to real characters, characters with real radicals in illegal positions, and characters with fake radicals. Finally, an ERP study by Liu et al. (2006) provided evidence for effects attributed to visual and lexical processing after one term of tuition in Chinese, with the visual effects diminishing by the end of the second term.

All of the above studies involved classroom learners tested after at least one term of learning. Perhaps the clearest evidence to date for very rapid learning of Chinese characters was provided by Liu, Dunlap et al. (2007) in a laboratory study where native English speakers with no prior knowledge of Chinese were taught the pronunciation and/or the meaning of 60 characters. Twenty-three out of 29 participants showed successful learning and reached 92% accuracy in naming characters and making semantic category judgments after receiving about 6 h of training over a period of 3 days. Most important is that, after such training, these participants showed a pattern of bilateral activation in fMRI in occipital and fusiform areas that is characteristic of skilled Chinese readers, and therefore a sign that these participants had very rapidly adapted to the specificities of Chinese orthography.

Current Study

The central goal of the current study was to provide a more detailed analysis of the mechanisms involved in the very first stages of L2 vocabulary acquisition when L2 and L1 use very different writing systems. Chinese was chosen as the L2 for native English speakers, because it is a language of high contrast to English with minimal overlap in both written and spoken forms. Data on L2 vocabulary acquisition were obtained during the earliest points of learning under rigorously controlled learning conditions. Rather than studying students in university second language courses, which is generally a population with high variability in terms of language background as well as varying degrees of involvement in the learning process, in this study we recruited participants who had not had prior exposure to the to-be-learned language (or any related language), and we used a uniform laboratory teaching regimen that precisely controls exposure to L2 across learners. Participants received 10 training sessions in the lab, which was meant to roughly correspond to the level of L2 vocabulary exposure during the first semester of a language course. Four of the sessions had concurrent ERP recordings. Training tasks were designed to focus on different linguistic information so participants could quickly acquire both visual and semantic familiarity to the new L2. Exposure to the new L2 was linear over the 10 sessions because the initially non-Chinese-speaking participants viewed carefully counterbalanced stimuli at regular intervals. The larger scale of the study allowed us to categorize participants according to their behavioral performance, thus enabling an investigation of individual differences in L2 lexical learning.

In the present study, we first focus on the N170 ERP component as an index of orthographic processing skill. The amplitude and lateralization of the N170 in response to visual words has been found to reflect expertise in script-specific processing. Specifically, patterns of lateralization for the N170 differ for alphabetic and syllabic scripts, compared to logographic scripts. Alphabetic stimuli systematically elicit left-lateralized N170 responses in skilled readers (Maurer, Brandeis, & McCandliss, 2005; Rossion, Joyce, Cottrell, & Tarr, 2003), whereas reports for N170 responses for logographic stimuli such as Chinese characters have been mixed, including findings of left lateralization (Lin et al., 2011; Maurer, Zevin, & McCandliss, 2008) and bilateral or right-lateralized distribution (Lee et al., 2007; Liu & Perfetti, 2003; Yum, Holcomb, & Grainger, 2011). Left lateralization of the N170 has been argued to reflect phonological recoding of orthographic units (Maurer et al., 2008; Lee et al., 2007), in addition to perceptual expertise alone (Lin et al., 2011). On the other hand, bilateral N170 has been reported for both L2 readers of alphabetic and nonalphabetic languages (Kim, Yoon, & Park, 2004; Maurer et al., 2008; Proverbio, Çök, & Zani, 2002). It is currently unclear how L2 proficiency and tuning of script-specific processing might affect the emergence and lateralization of the N170 component in L2 learners.

In order to examine processing at the semantic level, in the present study we also focused on N400 changes in learners. Much of the literature on the N400 has examined the influence of contextual manipulations such as the difference between related and unrelated words in a priming task or, as originally reported, in sentences with semantically anomalous ending words (Kutas & Hillyard, 1980). However, it is clear that in most language contexts all content words generate N400s as can be seen for words at the beginning of a sentence prior to contextual buildup (e.g., Van Petten & Kutas, 1991) and to single words without a priming context (e.g., Midgley, Holcomb, & Grainger, 2009). The N400 elicited by single words has been argued to reflect the mapping of lexical form onto semantics (Holcomb & Grainger, 2006). Here, we focus on the N400 that results when a task requires semantic assessment of a word and that word is not supported by context, which is typically the condition that produces the large negativity in N400 priming studies. In bilingual studies, it has been shown that single L2 words elicit smaller N400 than L1 words, and L2 words also generate larger N400 in high proficiency L2 users compared to intermediate L2 learners with lower L2 proficiency (Midgley et al., 2009). Thus, N400 amplitude might be used as an index of L2 proficiency in learners.

The first ERP recording session coincided with the initial exposure to new L2 words on Day 1, and served as a baseline to compare to subsequent ERP/behavioral results on ensuing ERP sessions (4th, 7th, and 10th days). Several tasks, described below,
were used to expose, train, and assess learners in a vocabulary of 200 L2 items. ERPs were recorded in a subsequent semantic categorization task designed to assess participants’ passive reading of their new L2 vocabulary. On the basis of prior research focusing on the earliest stages of L2 vocabulary acquisition in alphabetic and logographic languages, we expect to see rapid modulation of N400 amplitude as a function of exposure to L2 words (McLaughlin et al., 2004), accompanied by ERP evidence for developing sensitivity to the structural configurations of the newly learned Chinese words (Liu, Wang, & Perfetti., 2007), possibly in the form of changes in the N170 component (Maurer et al., 2008). Our study will specifically focus on how individual differences in learning speed might differentially affect the acquisition of form and meaning representations of a new vocabulary in an unfamiliar script. To do so, we will compare behavioral and ERP changes over learning in two groups of participants that are defined, according to their new L2 vocabulary. On the basis of prior research focusing on the earliest stages of L2 vocabulary acquisition in alphabetic and logographic languages, we expect to see rapid modulation of N400 amplitudes between 300–500 ms. Data were analyzed with repeated measures and mixed design analysis of variance (ANOVA). Both sets of analyses included the within-subject factor of session (Sessions 1 vs. 4 vs. 7 vs. 10) and the between-subject factor of learning rate (fast vs. slow). The Greenhouse-Geisser correction was applied for all repeated measures ANOVA with more than one degree of freedom to account for nonsphericity (Geisser & Greenhouse, 1959).

Stimuli
A total of 200 words including nouns, verbs, and adjectives was selected from vocabulary words taught in first-semester Chinese language classes at Tufts University. The L2 items consisted of either one (75%) or two (25%) Chinese characters written in simplified Chinese script. One-character items were also classified for their structural complexity by doing a median split based on the number of strokes they contained (low stroke number: mean = 5.1, range = 2–7; high stroke number: mean = 10.0, range = 8–13). All L1 items consisted of common English words, with mean word length of 5.0 letters (range: 2–11) and mean frequency of 415 occurrences per million (range: 2–11,437) according to the Celex English database (http://celex.mpi.nl/). The mean concreteness of the items was 4.59 on a scale of 1 to 7 (range: 1.95–6.53), as assessed by the MRC psycholinguistics database, but only 80% of the words were in the database (Wilson, 1988). Stimuli included 100 filler words that participants did not learn in both L1 and L2; these appeared in the N-back and translation recognition task. The distracter items were controlled for word length and lexical frequency. All to-be-learned L2 items and the L1 items associated with them were presented with equal frequency in each session to eliminate possible presentation frequency effects.

Method
Participants
Participants were 28 native English speakers (13 females; mean age = 19.6, SD = 1.6) who had never learned or had extensive exposure to Chinese. They were also not fluent in any other L2, but up to 6 years of classroom exposure to an alphabetic language were permitted. These participants were recruited by using advertisements that sought “people who are interested in starting to learn Chinese but have never done so.” All participants were right-handed university students with normal or corrected-to-normal visual acuity and a normal neurological profile.

Apparatus and Data Analysis
For ERP recordings, participants sat in a comfortable chair in a sound-attenuating room while 32 channels of electroencephalogram (EEG) data (all electrodes < 5 KOhm) were digitized continuously (SA Instruments amplifiers, 6 db cutoffs .01 and 40 Hz, 12-bit a/d 250 Hz sampling rate). Stimuli were presented as white letters/characters on a black background on a 19-inch monitor (visual angle < 3° vertical and horizontal). Participant responses were collected with a multibutton response box. Average ERPs were formed from artifact-rejected single trials of EEG, and only trials with correct responses were included in average ERPs.

Two approaches to analyzing the resulting averaged ERPs were taken. In keeping with the norm in studies of the N170, in one set of analyses ERPs were referenced to the average of the 29 scalp sites (i.e., average reference—Joyce & Rossion, 2005; Yum et al., 2011). The resulting ERP data were measured by calculating mean amplitudes between 160–210 ms. Conversely, in keeping with the norm of studies focusing on the N400 component, in a second set of analyses the ERP data were referenced to the average of the two mastoid electrodes (mastoid reference—Yum et al., 2011). The resulting mastoid reference ERP data were measured by calculating the mean amplitudes between 300–500 ms. Data were analyzed with repeated measures and mixed design analysis of variance (ANOVA). Both sets of analyses included two within-subject factors of scalp distribution: anterior-posterior (prefrontal vs. frontal vs. temporal-parietal vs. occipital for average reference and prefrontal vs. frontal vs. central vs. parietal vs. occipital for mastoid reference) and laterality (left vs. right for average reference and left vs. midline vs. right for mastoid reference). Also included in the analyses were the within-subject factor of session (Sessions 1 vs. 4 vs. 7 vs. 10) and the between-subject factor of learning rate (fast vs. slow). The Greenhouse-Geisser correction was applied for all repeated measures ANOVA with more than one degree of freedom to account for nonsphericity (Geisser & Greenhouse, 1959).

Procedure
Participants went through 10 automated sessions with the primary goal of learning a total of 200 words in the new L2. Four tasks were used for training and assessment of learning on all 10 sessions. On four of these lab visits (days 1, 4, 7, and 10), in addition to vocabulary instruction and behavioral testing, ERPs were collected with an additional task. On the other six visits, only L2 instruction and behavioral testing were conducted, and ERP data were not collected.

Training and behavioral assessment. The first task was a go/no-go N-back word task used to familiarize the learners with the visual word forms to be trained. The 200 to-be-learned L2 words were mixed with 100 not-to-be-learned L2 words and presented one at a time visually (500 ms L2 word on, 1,500 ms intertrial interval [ITI]). Participants were instructed to press a button whenever they detect a repeated item (N-back task with 10% repetitions between 1 and 3 trials back). This task focused learners’ attention on the visual word form and allowed an initial familiarization with the orthography of the new L2 words. In addition, this task provided a baseline response before training, to serve as comparison to other measures of learning on subsequent test days. In pilot testing, we found that performance on this task was reasonable even during the first session.

The second task was word-word association training, the primary training procedure. Word association has a rich history in experimental psychology and has been demonstrated to be an effective vocabulary training technique in previous studies of L2 learning (see De Groot & Van Hell, 2005). By pairing each to-be-learned word with its L1 translation, learners could associate
meaning and other information with the new word. In our study, each of the 200 to-be-learned L2 words was paired with its L1 translation in L1-L2 association (500 ms L1 word, 500 ms blank, 1,000 ms L2 word, and 2,500 ms ITI). Participants did not have to respond to the words, but were encouraged to pay attention. Blinking was allowed during the ITI. In a pilot study, this task clearly worked since participants were able to eventually report the translation of more than 70% of the newly learned words.

The third training task was a translation recognition task. Pairs of words were presented one after another (800 ms probe, 500 ms blank, 800 ms target, wait for response, 800 ms feedback, and 2,500 ms ITI). Participants were instructed to indicate by button press whether the second presented word was the correct translation of the first one (50% were correct). It was a forced-choice response, so learners either pressed the “yes” or the “no” button. The word pairs were presented in two blocks. Block 1 consisted of half of the pairs, and these were tested in the learned direction of translation (L1 probe–L2 translation). Block 2 consisted of the other half, and the word pairs were tested in the reversed direction (L2 probe–L1 translation). Performance on this task provided behavioral assessment as well as additional training for learners, since the correct translation was shown at the end of each trial as feedback.

The fourth training task was an L2 to L1 backward translation task (i.e., provide the English translation of the Chinese word). On each trial, participants saw a learned L2 word and were asked to verbally produce the L1 translation. They could take as much time as needed and could choose to pass if they did not know the translation. Regardless of their answers, the correct L1 translation was presented after the response as feedback (800 ms L2 word, wait for response, 500 ms L1 feedback, 2,500 ms ITI). This production task required learners to produce a specific L1 translation rather than just to recognize it, and thus provided a direct behavioral measure of the number of words that the learners had internalized in the new L2 vocabulary. This task was the principal task used for behavioral assessment of L2 learning and the analysis of individual differences in learning rate.

**ERP assessment task.** The task participants performed on the four ERP recording sessions was a go/no-go semantic categorization task. The learners were presented with L2 words one at a time visually (800 ms on, 2,500 ms ITI) and were asked to press a button to occasional probe words in a specific semantic category (in the first half of the block, they were asked to respond to body parts, and in the second half they had to press in response to food and drinks—15% of trials). This implies that on all critical nonprobe trials participants simply had to read the stimulus word for meaning. In a second block using this same task, learners were presented with the L1 translation equivalents of the L2 items and again had to detect occasional probe words (in L1). ERPs recorded to nonprobe critical words in the L2 Chinese block were subsequently analyzed. For the N400 analysis, Session 1 data included all nonprobe items, but only items that were successfully identified in the backward translation task were analyzed for Sessions 4, 7, and 10.

**Results**

To inspect individual differences in learning, we divided learners into two groups, fast and slow learners, based on their behavioral performance. Behavioral performance on translation recognition, verbal backward translation, and semantic categorization were highly correlated, but performance on the backward translation task showed the most variability in the data over the sessions. Furthermore, compared to the recognition task, backward translation performance was less likely to be affected by guessing in the early sessions. So, the average of the overall performance (10 data points) in backward translation was used in a median split to determine the fast and slow groups. Other methods of separating learners into groups were explored, and the results were very similar to the separation based on overall performance. Analyses were also performed to examine the influence of visual complexity on behavioral effects of learning. We compared the two groups’ performance to single character words that differ in terms of the number of strokes forming the character, and performance to words differing in terms of the number of characters in the word. For the ERP data, learning effects on orthographic and semantic processing were assessed with N170 and N400 analyses, and this was done separately for the fast and slow learning groups.

**Behavioral Results**

The mean performance in backward translation across all 10 sessions is shown in Figure 1. A two-sample *t* test showed significant differences in group means in all the sessions, *t*(126) > 3.59, *p* < .01. This grouping of participants was used in the contrasts of learning rate in the ERP analyses as well.

**Analyses of character complexity and word length.** A repeated measures ANOVA was used to test how character complexity might affect backward translation. Results showed a significant triple interaction between session (Sessions 1 through 10), stroke number (high vs. low) and learning rate (fast vs. slow), *F*(9,468) = 7.12, *p* < .001. This triple interaction remained significant when the analysis was performed on Sessions 1–7 only and when the data were transformed through arcsine transformation, in order to reduce the influence of ceiling effects in the fast participants. Overall, both groups identified characters with a greater number of strokes less accurately. However, in fast learners this influence of stroke number got smaller as learning progressed (Session × Stroke Number interaction: *F*(9,234) = 16.6, *p* < .001), whereas with the slow learners, the effects did not change (Session × Stroke Number: *F*(9,234) = 2.12, n.s.; Figure 2).

A similar analysis was done to examine the effects of word length, contrasting performance to the single- and the two-character words. As in the complexity analysis, there was a triple interaction between session (Sessions 1 through 10), learning rate
(fast vs. slow), and word length (single vs. double character), \( F(9,468) = 3.48, p = .009 \). Again, fast learners were less affected by word length as learning progressed (Session \( \times \) Word Length interaction: \( F(9,234) = 8.96, p < .001 \)), whereas slow learners showed the opposite pattern (Session \( \times \) Word Length: \( F(9,234) = 3.83, p = .023 \)). In other words, the difference between the fast and slow learners was exaggerated in the learning of two-character words compared with single-character words (see Figure 3).

**Semantic categorization.** All participants improved in behavioral performance in semantic categorization over time (see Figure 4). A Session (Sessions 1, 4, 7, and 10) \( \times \) Learning Rate (fast vs. slow) two-factor ANOVA on the hit rate data showed marginally significant main effects of session and learning rate, \( F(3,104) = 8.77, p = .054 \) and \( F(1,104) = 6.50, p = .084 \), respectively. The interaction between session and learning rate was significant, \( F(3,104) = 4.72, p = .004 \), indicating that fast learners performed significantly better than slow learners on later sessions.

**ERP Results**

**N170 epoch analysis (average reference)**

**160–210 ms.** A significant main effect of session showed that later sessions were significantly more negative than the first session, \( F(3,78) = 3.79, p = .020 \). Additionally, an interaction of Learning Rate \( \times \) Session \( \times \) Anterior-Posterior \( \times \) Laterality was found, \( F(9,234) = 4.10, p < .001 \) (see Figure 5). To untangle the four-way interaction, we ran a series of follow-up analyses at the sites where the N170 is typically most evident (T5/T6 and O1/O2) separately for the two learning groups. Fast learners showed a significant learning effect at the left hemisphere sites (T5/O1), with a main effect of session, \( F(3,39) = 3.76, p = .031 \). As can be seen in Figure 5 (left side), fast learners produced larger N170 effects in the fourth compared to the first ERP session, and with additional sessions this effect tended to become more left lateralized. There was no evidence for changes across sessions at the corresponding sites in the right hemisphere (T6/O2). Slow learners revealed a different pattern, which included a lack of effects at left hemisphere sites, but a significant main effect of session at T6, \( F(3,39) = 3.21, p = .048 \). Examination of Figure 5 (right side) showed an inconsistent pattern of effects with an initially larger N170-like right-lateralized effect in ERP in Sessions 4 and 7 but a reversal in Session 10.

**N400 epoch analysis (mastoid reference).** The ERP waveforms time-locked to the L2 items are plotted in Figure 6. Visual inspection of Figure 6 suggested that differences between sessions began to occur at about 200 ms poststimulus onset and continued into later epochs. Fast learners showed a widely distributed anterior negative shift in ERP amplitude from 300 to 500 ms with learning, while slow learners showed a posterior positive shift.

**Summary of ERP results.** In sum, a group of initially naive native English speakers learned Chinese characters through 10 automated lab sessions. A number of ERP components measured during the course of the study showed changes in response to learning. On the basis of performance in a backward translation task across different testing sessions, participants were categorized as fast versus slow learners, and these two groups showed a different pattern of
learning effects on ERP components. An analysis of N170 effects using an average reference revealed a large increase in N170 amplitude with session that was left lateralized for the fast learners. Slow learners, on the other hand, showed a right-lateralized increase in N170 amplitude across the first sessions that diminished and even reversed with more learning. This contrast in ERP learning effects for the fast and slow learners was even more striking in the N400 analyses performed with a mastoid reference. Fast learners showed a widely distributed anterior negative shift in ERP amplitude from 300 to 700 ms with learning, while slow learners showed a posterior positive shift.

**Discussion**

In this study of L2 vocabulary learning where a group of English native speakers learned printed Chinese words, participants showed systematic improvements in performance in a backward translation task over a short period of laboratory learning. The behavioral data suggest that L2 learning of Chinese characters by participants with no prior experience with the Chinese language can occur very rapidly, in line with previous findings (e.g., Liu, Wang, & Perfetti, 2007). We further examined whether there were concurrent neural changes that could be the neural markers of L2 lexical learning. A number of ERP patterns emerged over the 4 recording sessions that were interspersed across the 10 training sessions, revealing systematic changes in the ERPs as a function of learning. Most important is that the behavioral data were used to separate participants into a group of fast and slow learners, and these two groups showed qualitatively different patterns of ERP changes with training.

In the analysis of the N170 ERP component, for fast learners we found a rapid left-lateralized increase in N170 amplitude after the
first set of four training sessions that remained stable across the following sessions. Slow learners, on the other hand, showed a distinctly right-lateralized increase in N170 amplitude, which again mostly arose during the first four training sessions. In an analysis of later effects (300–500 ms time window), fast learners showed increasingly negative-going waveforms as learning progressed, and these effects had a frontocentral distribution. Again, slow learners showed a very different pattern of learning effects, with a decreased negativity between the first and fourth session that reversed with further learning and had a posterior distribution.

The qualitatively different pattern of learning effects for fast and slow learners, revealed in the ERPs, might well reflect fundamentally different mechanisms used by these two groups of participants to learn Chinese words. It is important to note that the slow learners had achieved the same level of accuracy in the backward translation task by Session 10 as the fast learners had achieved by Session 4, yet the ERPs in the corresponding sessions are completely different (compare the voltage maps for 4-1 fast and 10-1 slow in Figures 5 and 6). The slow learners are indeed learning Chinese words, but they would appear to be doing so in a different way compared with the fast learners. What could be the nature of these qualitative differences?

One possibility that we tentatively propose is that the fast learners are rapidly developing some form of structural representation of the Chinese words, and they then associate these structural representations with meaning much more efficiently than do the slow learners. Here, the term structural refers to a representation composed of object parts and the spatial relations between these parts. According to this explanation, the fast learners would have detected the presence of certain parts of words that they saw repeatedly in different words, and would use such word parts to create structural representations of each individual word. This would be analogous to using letters to create whole-word orthographic representations in their native language. The slow learners, on the other hand, would be using more holistic representations of the Chinese words, and learning to associate such holistic representations with meaning. Without attempting to define exactly what the nature of this holistic processing might be (see Piepers & Robbins,
Alternatively, rather than reflecting two different modes of processing, the different pattern of ERP learning effects seen with the fast and slow learners might be related to differences in the relative involvement of the coordinated functions of extracting information about parts and information about their spatial relations. In support of this possibility, Liu and Perfetti (2003) found that, in skilled Chinese readers, a posterior negativity for Chinese characters peaked first in the left hemisphere and then in the right, switching between 150–200 ms poststimulus onset. The authors suggested that this pattern of results reflected the role of left occipital sites in supporting orthographic recognition of radicals or other subcharacter structures, and the role of right occipital sites for the processing of larger spatial relations. Consistent with this interpretation, fast learners in our study might be showing a left-lateralized N170 that reflects enhanced orthographic recognition of subcharacter structure. On the other hand, Maurer, Blau, Yoncheva, and McCandliss (2010) reported a right-lateralized increase in the N170 following training for a novel artificial script in adults using a visual one-back task. A left-lateralized N170 was observed, however, when using a different task that required retrieval of phonological information (Yoncheva, Blau, Maurer, & McCandliss, 2010). An initial script familiarity might therefore be driving the right-lateralized effect, while a shift to a left-lateralized N170 might reflect more developed lexical links to phonological or semantic representation of the novel words.

Returning to our interpretation based on different modes of processing in fast and slow learners, one key advantage of using structural representations compared with holistic representations is that not all the available information need be processed in order to identify a character. In other words, certain specific combinations of parts might suffice in order to identify a character from among the relatively limited number of learned characters so far. This explanation suggests that the fast learners should be less affected by the total number of features (strokes) in a character and less affected by word length (single vs. two-character words), and the results of the behavioral data on length and complexity provide some support that this might be the case. Overall, more complex words (words with many strokes vs. words with few strokes) were harder to learn than simpler words. Most important, however, is that while the influence of character complexity diminished with learning in the fast learners, it tended to increase in the slow learners. Furthermore, the negative impact of word length on learning increased as learning progressed in the slow learners, while the opposite pattern was seen with the fast learners. This is in line with the suggestion that the slow learners are using more information contained in the words than the fast learners are in order to recognize these words. As discussed above, this is what one would expect if these slow learners were using more holistic representations, compared with structural representations.

How might these hypothesized different learning strategies have affected the ERPs generated by the fast and slow learners? The left-lateralized N170 learning effect, seen in the fast learners, would reflect the use of structural representations by this group. This would then enable a more efficient association of form representations with semantics via the L1 translation equivalents, as reflected in the change in N400 amplitude with learning in the fast learners. Slow learners, on the other hand, would be struggling to memorize holistic representations of characters in order to associate these with the L1 translation equivalents, and it could be this qualitatively different processing that is reflected in the posterior positive shift in the N400 time window seen with these learners.

A study by Hsiao and Cottrell (2009) that compared processing of Chinese characters by expert Chinese readers and native Chinese readers provides some support for our hypothesized distinction between holistic and structural processing. This study showed evidence for use of holistic representations when processing Chinese characters in the naïve group of participants, whereas the expert Chinese readers showed no evidence for use of holistic representations. The authors concluded that the Chinese readers had a better awareness of the components of characters, and that this type of structural information is not immediately available to novices. We would argue that, although the majority of our participants may have begun to process Chinese characters holistically, like the novices in the Hsiao and Cottrell (2009) study, many of them switched to more analytical processing following the first phases of word learning. Within the theoretical framework of holistic versus analytic processing, it could therefore be argued that our fast learners quickly adapted to using a more efficient analytic processing strategy, whereas the slow learners may have continued to use a less efficient holistic processing strategy. Finally, it is interesting to note that an informal comparison with results from an independent study testing expert Chinese readers (Yum et al., 2011) suggests that the pattern of word-based ERPs of expert Chinese readers more closely resemble those recorded in the final learning sessions of the current sample of fast compared to slow learners. It will be important in future studies to explicitly compare different learning groups with more proficient readers in the same experimental context to more carefully test this possibility.

The change in amplitude in the N400 window for fast learners was frontally distributed, which differed from the canonical distribution for N400-priming effects. The FN400 ERP component, which does have a frontal distribution and also occurs at this time range, is considered to be a distinct effect from the N400 (Bridger, Bader, Kriukova, Unger, & Mecklinger, 2012; Curran, 1999, 2000; Rugg & Curran, 2007). However, the FN400 is usually reported for items that engage memory processes, and recently presented stimuli generate a reduced FN400 compared to novel stimuli. The effect that we observed (i.e., an increase in negativity with learning) is the opposite of what might be predicted for an FN400 effect. Similarly, repetition typically produces a reduction of the N400 (Rugg, 1990; Van Petten, Kutas, Klunder, Mitchiner, & McIsaac, 1991). Thus, it is unlikely that our results reflect simple effects of repetition or familiarity. In L1 contexts, larger N400 amplitudes generally occur when a word is less expected or known, presumably in part because there are strong orthographic and lexical representations supporting word processing. This might not be the case in a new L2 where the network of representations supporting word processing is weaker and less developed. Consistent with this view are previous findings indicating that the N400 increases as proficiency increases (Midgley et al., 2009; Ojima et al., 2011). So, for fast learners, we suggest that knowledge/network construction is progressing faster towards an L1-like state—and hence a more L1-like N400 pattern.

The present study has shown the viability of using within-laboratory training combined with behavioral testing and ERP recordings to plot the very first phases of L2 vocabulary learning. Native English speakers with no prior knowledge of Chinese
learned to associate Chinese characters with their translation equivalents in English. In this context, learners have to master a new writing system, and L2 words have no form overlap whatsoever with L1 words. Participants were divided into fast and slow learners on the basis of their performance on a backward translation task (i.e., provide the L1 translation of an L2 word), and these two groups showed strikingly different changes in the ERPs generated by L2 words as learning progressed. These different ERP learning patterns are tentatively interpreted as reflecting different learning strategies, with the fast learners using more structural representations and the slow learners using more holistic representations.
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